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ABSTRACT OF THE DISSERTATION

On the Stock Return Method to Determining Industry Substructure: 

Electronics, Petroleum, Banking, and Airlines

by

Seong-Ho Cho 

Doctor of Philosophy in Management 

University of California, Los Angeles, 1996 

Professor Bill McKelvey, Chair

This dissertation proposes an objective and effective method of identifying industry 

substructure. Instead of using similar strategies, the stock return method classifies firms in 

an industry based on niche common variation of stock returns. The theoretical framework 

lies on the niche perturbation hypothesis coupled with niche theory. It is demonstrated that 

in the particular sample firms of electronics, banking, oil and airlines industries, the 

clusters derived from this method reflect structural differences with a good face and 

statistical validity. It is also claimed that subgroups identified by this method are objective 

and replicable. The potential applications of this method include a substitute for SIC-based 

classification, a method for analyzing longitudinal change in industry substructure, and a 

method for reference to the conventional methods.
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Chapter 1

Introduction

This dissertation proposes an objective and effective method of subcategorizing 

firms in an industry. As noted by Caves and Porter (1977) and Porter (1980, 1985), firm 

structures vary within an industry because of mobility barriers. Recently, various 

theoretical explanations have been proposed for the existence of subgroups in an industry 

(Bogner, Mahoney, and Thomas, 1993). Empirical studies on subgrouping, however, 

have been limited by the quality of the methods used to detect and classify the subgroups 

(McGee and Thomas, 1986; Cool and Schendel, 1987; Mascarenhas and Aaker, 1989; 

Barney and Hoskisson, 1990). In their review of the strategic group literature, McGee and 

Thomas (1986) find that firm strategy is the most common basis for classifying industry 

subgroups. However, they note that, while firm strategy is complex and multidimensional, 

the choice of strategic dimensions used for determining subgroups is often limited and 

arbitrary. Barney and Hoskisson (1990) also conclude that the fundamental question of 

existence of strategic groups is not yet confirmed empirically despite many attempts. As an 

alternative to these methods based upon similar strategies, the stock return method is 

proposed and developed in this dissertation.
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This dissertation consists of three chapters. Chapter 2 describes the stock return 

method and provides for the method’s validity based on statistical evidences. In chapter 3, 

we resolve the issues of face validity and sampling window across different time spans. 

We also discuss the method’s potential substitution for SIC-based grouping. In chapter 4, 

the stock return method is applied to the airline industry over the period from 1978 to 1992 

in order to detect changes in its substructure. One motivation of chapter 4 is to enhance the 

validity of the stock return method by looking into longitudinal stability of subgroup 

structure over a longer time period. Since this dissertation is composed of three 

independent chapters aiming for independent publication, the presentation format of each 

chapter is structured as such. Thus, it appears that some parts are duplicating across 

chapters. Especially, a good portion of theory and method sections are repeating.

Chapter 2 presents the stock return method to identifying industry substructure, a 

similar approach first introduced by Ryans and Wittink (1985). As an alternative to 

strategy-based classification which is subject to researchers' arbitrary choice, the stock 

return method is presented as an objective and effective method. To support the claim’s 

validity, 94 US electronic firms from Ulrich’s data set (1979) are classified using weekly 

return data over 52 weeks. Then, a canonical discriminant analysis is conducted to confirm 

that the resulting clusters really exist (not artifactual) by using 67 independent taxonomic 

variables claimed by Ulrich to be evolutionarily significant characters. The results show 

that in our particular sample data structural patterns discernible from the stock return 

movements exist, and that an examination of stock return movements can provide insight 

into the structural differences among industry subgroups. In addition, industry subgroups 

found are statistically significantly different in terms of exogenous variables, suggesting 

that subgroups are not an artifactual statistical result.
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Nonetheless, such a claim is made with some reservations. As acknowledged in 

chapter 2, these limitations may minimize the likelihood of the finding significant results, if 

in fact there is structure in the data. To address the identified limitations of chapter 2, in 

chapter 3, the stock return method is applied to the firms in the airline, oil, and banking 

industries to detect stable subgroups across different time spans.

Chapter 3 supports that the stock return method produces stable group 

classifications across different sample time spans. In our particular sample, the groups 

found demonstrate a clear face validity and as the time span increases from 1 year to 5 

years, the group structures become clearer and tighter. The stability of groups found stays 

longitudinally maintained along these periods. In addition, our findings suggest that the 

stock return method detects stable industry-level effects over the several sample periods. 

Considering that the results of grouping are derived from objective ‘hard’ market returns 

over a 5 year time span, the consistencies of structural grouping results imply that the stock 

return data does bear the information of variance on critical attributes of firms and niches 

including industries. That is, stock returns seem to reflect variance on any reasonably 

relevant attribute, as long as there is change in the attribute that is noticed by security 

observers.

In chapter 4, the stock return method is further developed to analyze longitudinal 

structural dynamics. The method is extended from a static view to a dynamic one enabling 

us to analyze longitudinal change of industry substructure. Then, this method is applied to 

the airline industry over the period from 1978 to 1992. After groups are identified over 

time, these results are referenced with the industry’s historical progress and accounting 

sales and income data. Our findings show that the stock return method can be an effective 

instrument to analyze longitudinal structural dynamics. In our particular sample, the results

3
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confirm the industry’s historical progress, and the stability of results has been maintained 

along the long-term period.

Several conclusions can be drawn from these studies. One is that the stock return 

method can effectively identify industry subgroups. The findings from chapter 2 and 3 

show that the groups found provide clear face validity and statistical validity, and the 

longitudinal consistency of subgrouping in chapter 4 provides for a high level of validity 

for using this method. The evidences from the three chapters confirm that industry 

substructure can be reliably and validly separated, and that substructure stability is 

longitudinally maintained over time. Although generalization can not be made, in our 

particular sample firms of electronics, banking and oil industries, the clusters derived from 

the stock return method reflect structural differences with a good face and statistical 

validity.

Another conclusion is that subgroups identified through the stock return method are 

objective and replicable. Conventional methods have not been able to necessarily achieve 

such goals mainly because choice of strategic dimensions used for determining subgroups 

is often limited and arbitrary. In the stock return method, subgroups are determined based 

on more objective and replicable market-driven equilibrium stock returns.

Other advantages of the stock return method over the conventional methods using 

strategic variables for classification include followings: First, stock return data are readily 

available and easily accessible. Second, this method does not require operationalization of 

assets and skills which determine structural differences. Third, stock return data are well 

documented over time, enabling feasibility for a longitudinal analysis. Fourth, 

measurement problems associated with accounting data are resolved.

4
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Although primitive, this study promises the possibility of the stock return method 

as an alternative classification method to the method based on the SIC code. The SIC code 

has been the main approach to grouping firms in research dealing with different kinds of 

firms. Many observers have noted its limitations (Scherer, 1980). If the stock return 

method can provide better groupings than the SIC code, the quality of research on strategy 

and intra-industry studies would improve significantly because homogeneous grouping is 

critical to high quality results (McKelvey, 1982). Another application is to use subgroups 

identified by the stock return method as a reference to subgroups found by the conventional 

methods. For example, by conducting a canonical discriminant analysis based on a set of 

chosen strategic variables, one can find whether or not the chosen strategic dimensions are 

important determinants for industry substructure.
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Chapter 2

On the Stock Return Method to Determining 

Industry Substructure: Electronics Industry

2.1 Introduction

“...even if satisfactory a priori structure-conduct-performance hypotheses 

could be formulated, the scholar attempting to test those hypotheses would 

encounter serious obstacles. Much published information on business 

conduct [with author’s emphasis] is incomplete and unreliable...Even if 

this last huddle could be surmounted, research penetrating the decision­

making process of firm is so costly and time consuming that few company 

studies could be accomplished. One might be placed in the unhappy 

position of generalizing from an inadequate sample of special cases (Bain,

1959)” (Scherer, 1980: 6).

Since Caves and Porter (1977) and Porter (1980, 1985) introduce the concept of 

mobility barriers in explaining the performance differences among subgroups within an 

industry, many researches for over a decade have been devoted to further develop the
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framework and to empirically identify strategic groups based on similar strategies 

(conduct). However, such strategic group theory and empirical research have recently been 

challenged. McGee and Thomas (1986) and Barney and Hoskisson (1990) conclude that 

strategic group theory and its empirical research are limited, and that the fundamental 

question of existence of strategic groups is not yet confirmed empirically despite many 

attempts. They observe that “few concepts have caught the interest of strategic 

management theorists as much as the concept of strategic groups” (Barney and Hoskisson, 

1990:187). Nonetheless, they conclude that industry-level strategic group theory may be 

replaced by firm-level theoretical hypotheses like resource based hypotheses1. On the other 

hand, others including Bogner, Mahoney, and Thomas realize several logical weaknesses 

in strategic group theory and propose various alternatives advocating the existence of 

industry subgroups (or the importance of subgroup study).

In a review of empirical studies, McGee and Thomas (1986) find that firm strategy 

(conduct) is the most common basis for classifying industry subgroups. They note that 

while firm strategy is complex and multidimensional, the choice of strategic dimensions 

used for determining subgroups is often limited and arbitrary, and thus the groups found 

through the methods tend to be incomplete and non-replicable. Furthermore, Barney and 

Hoskisson (1990), Johnson (1995), and Cho and McKelvey (1996) find that while cluster 

analysis is mostly used to discover strategic groups, the statistical tests usually applied are 

all variants of the F-test which bases its test on minimized within-variance and maximized 

between-variance. Since by intention cluster algorithms group objects so that within-group 

variance is minimized and between-group variance is maximized, the statistical significance

1 See: Wemerfelt, 1984; Teece, 1984; Barney, 1986, 1989, 1991; Rumelt, 1987; Reevis-Conner,

7
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between groups using variants of the F-test cannot ensure the assertion that strategic groups 

actually exist. Thus, “the development of clusters [using cluster algorithms and variants of 

the F-test for statistical tests], per se, can not be used as a test of the existence of strategic 

groups” (Barney and Hoskisson, 1990:189).

It appears that the lack of empirical findings to support the strategic group 

hypotheses has triggered redirection of research interests in the field. As Bain (1959) 

predicts, the scholars attempting to test these hypotheses have encountered serious 

obstacles. The failure of empirical tests has challenged the validity of strategic group 

hypotheses which used be one dominant framework for over a decade. Empirical failure, 

however, should not be considered as basis for proving these hypotheses invalid until 

some empirical evidence is provided. Furthermore, proposed alternative hypotheses 

should be tested to obtain their validity. Since the current empirical methods are ineffective, 

it seems imperative to develop an effective and replicable method.

This chapter presents the stock return method based on an analysis of movements in 

market security returns as an alternative to strategy-based classification. While it 

incorporates several improvements over the method initially developed by Ryans and 

Wittink (1985), the stock return method is claimed to be an objective and replicable method 

of identifying industry subgroups. To investigate whether or not the groups derived from 

the stock return method are artifactual (statistical significance), a canonical discriminant 

analysis is conducted with 67 taxonomic characters of sample firms. This test shows that 

industry subgroups found by this method are statistically significantly different in terms of 

exogenous variables, suggesting that groups found though the stock return method are not

1990; Sanchez, 1993; Teece, Pisano, and Schuen, 1994; Mosakowski and McKelvey, 1996.

8
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from an artifactual statistical result.

The method of using stock returns has critical advantages over conventional 

methods of using strategic variables for classification. First, subgroups are determined 

based on market-driven equilibrium stock returns rather than on arbitrarily chosen strategic 

dimensions (by researchers), leading to groups that are more objective and replicable. 

Second, stock return data are readily available, and operational measurements for the 

security returns have been proven valid theoretically and empirically (Friedman, 1956; 

Fama,1976; Roll, 1977). In the conventional methods, operational measurements for 

chosen strategic variables are most likely hard to define and verifying their validity is 

difficult.

Section 2.2 reviews theoretical and empirical background. Section 2.3 discusses 

the ways in which the stock return method can be used for substructure and group 

identification. Section 2.4 describes the sample data and outlines the methodology. 

Results are discussed in section 2.5. Conclusions are presented in section 2.6.

2.2 Theoretical Background

2.2.1 Theoretical Development

Since Caves and Porter (1977) introduce the concept of “mobility barriers”, many 

researches for over a decade have been devoted to identifying how mobility barriers create 

sustainable industry substructure and how such substructure is related to performance 

within subgroups (intragroup performance) as well as between subgroups (intergroup 

performance). Recently, strategic group theory based on mobility barriers has been 

challenged by resource based views of strategy partly because empirical findings fail to

9
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support the group-level theory. This firm-level theory draws on intrafirm resources to 

explain the basis for sustained competitive advantage or intrafirm performances 

(Wemerfelt, 1984; Teece, 1984; Barney, 1986, 1989, 1991; Rumelt, 1987; Reevis- 

Conner, 1990; Sanchez, 1993; Teece, Pisano, and Schuen, 1994; Mosakowski and 

McKelvey, 1996). While further development has been made in this avenue such as “core 

competence” (Prahalad and Hamel, 1990) and “dynamic capabilities” (Teece, Pisano, and 

Schuen, 1994), Barney and Hoskisson (1990) suggest the possibility that a firm-level 

substructure theory may replace industry-level group theory. Although debate is still 

inconclusive on whether resource based theory will replace or integrate with strategic group 

theory, this challenge induces a big problem for the group-level research.

In recognizing several logical weaknesses in strategic group theory based on 

mobility barriers, various alternatives advocating existence of substructure (or importance 

of subgroup study) have been proposed, all of which remain largely untested. Bogner, 

Mahoney, and Thomas (1993:11) note that “ ...under certain competitive scenarios, we 

should not expect performance differences across groups. Indeed, performance differences 

may be higher within strategic groups than across strategic groups.” And later, “strategic 

groups can even exist in competition where mobility barriers are absent (e.g. spatial 

competition models and ‘polymorphic equilibrium’) (1993:13). Peteraf and Shanley 

(1993) also note that research on substructure has shifted away from its traditional focus on 

performance homogeneity toward rivalry (Cool and Dierickx, 1993; Peteraf, 1993; Porac 

and Thomas, 1994) and cognitive taxonomy (Rosch, 1978; Porac, Thomas and Emme, 

1987; Porac, Thomas, and Baden-Fuller, 1989; Porac and Thomas, 1990; Reger, 1990; 

Porac, et al., 1993; Reger and Huff, 1993). Cho and McKelvey (1996:5-6) argue that 

“low within-group and high between-group performance variances may no longer be the 

“go or no-go” criteria for industry subgroup theory that they once were.” In sum, the

10
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narrow performance orientation of strategic group theory has been broadened to include 

other theoretical bases for industry substructure. Major ones include the following 

(Bogner, Mahoney, and Thomas, 1993; Cho and McKelvey, 1996):

1. Strategic choice and endogenous mobility’s barriers (Caves and Porter, 1977)

2. Different organizational structures determining different strategic behavior and 
the ability to execute strategies (Chandler, 1962)

3. Path dependencies of firms with different resource endowments and technologies 
responding to exogenous technological factors or changes in demand (Tang, 
1988)

4. Lumpy market conditions (i.e. discrete niches), high transaction costs and sticky 
resources that influence later strategic behavior (Anderson and Lawless, 1993)

5. Spatial competition in which strategic group exists when sunk costs are relatively 
modest in a product differentiable market (Tang and Thomas, 1992)

6. Differential risk preferences and firm objectives (Baird, Sudharashan, and 
Thomas, 1988)

7. Game-theoretic formulations (Kumar, Thomas and Fiegenbaum, 1990)

8. Cognitive taxonomies (Porac and Thomas, 1990)

9. Ecological niche theory (Nelson, 1994)

Recently, the ecological link is recognized as an important basis of industry 

structure (Fombrun and Zajac, 1987; Porac, Thomas, and Baden-Fuller, 1989; Porac and 

Thomas, 1990; Peteraf and Shanley, 1993; Cho and McKelvey, 1996). More specifically,

11
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it is argued that industry substructure is determined by characteristics of the resource pool2 

commensurate with the niche3 as well as competitors of resource in the pool. Given the 

resource pool and competitors in place in a niche, essential competencies defined as a set 

of a firm's harvesting capabilities that are crucial to its survival within a niche, are the 

sources which competitively draw revenues from market against competitors (Aldrich, 

1979; McKelvey, 1982, 1994; Hannan and Freeman, 1989; Mosakowski and McKelvey, 

1996). Noting that the nature of the resource gradients4 is an important determinant of how 

firms achieve competitive advantage (i.e. via mobility barriers or via firms’ resources)5, 

Cho and McKelvey (1996) propose ecological niche perturbation hypothesis by

2In population ecology, environmental resources are generally defined as revenues, i.e., cash or 
kind, available in a niche, and they can be harvested by organizations depending upon their harvesting 
capabilities and competition structure within niche.

3 Niche is defined as follows (Mosakowski and McKelvey ,1996): First, a niche is the "sum total 
o f  the adaptations o f an organic unit" (Pianka, 1978: 238). A  niche not only includes part o f an 
organization's environment, but is also defined in part by the competencies the organization has available 
for harvesting the niche. Second, an occupying organization seldom, if  ever, captures the full resource 
potential of a niche (because o f  incapabilities or competitors) (Hutchinson, 1957), meaning that further 
refining o f its competency for harvesting is always possible. Third, it follows from this that while elements 
o f an organization's niche are subject to manipulation as it develops relevant competencies, aspects o f the 
broader environment, for all practical purpose, are not (McKelvey, 1982: 109). Fourth, the resource pool of 
a niche—generally defined as revenue both available and within an entity's competence for harvesting— is 
subject to change by events other than the behavior of its inhabitants, such as changing economic, 
technological, political and social elements. Fifth, resource pools co-evolve with the emergence of 
organizational forms suited for harvesting the resource. Finally, each niche contains other competitors who 
have also evolved along with the target firm and are able to compete more or less effectively for the 
resources.

4 While a resource such as customer’s willingness to pay a large sum to buy a car may appear in 
discrete intervals, usually a resource appears as a gradient along which customers are arranged according to 
some distribution such as Gaussian or uniform. Firms and competing groups may be also come to be 
distributed in a Gaussian or uniform manner as a result.

5 Briefly, if niche is distributed in a Gaussian, rent generation process is via mobility barriers, 
while if in a uniform, rent generation process is via resource idiosyncrasy. See Cho and McKelvey (1996) 
for detailed discussion on the role of resource gradient for determining which theory (either strategic group 
theory based on mobility barriers or resource based theory) is most relevant as a cause o f substructure.
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incorporating the concept of “niche coevolution”. This hypothesis suggests that efficiently 

surviving firms in a niche have similar survival capabilities and that any perturbations from 

inside and outside niche will similarly affect the harvesting potential and capabilities of 

firms in the group. Since it is a theoretical base for the stock return method in empirically 

identifying industry subgroups, in the following subsection, niche perturbation hypothesis 

will be presented.

2.2.2 Niche Perturbation Hypothesis

Niche perturbation hypothesis premises that the nature of the resource pool and the 

nature of firms coevolve and that competition groups may be identified by tracking 

changes in resource pool rather than trying to measure attributes of firms directly. If firms 

depend on the resource pool for their livelihood, that is, the availability of resource pools 

coevolves with the capabilities of firms for harvesting them, resource pool perturbations 

may act as a proxy measure for firm attributes.

The crucial assumption for this framework is the fundamental interdependency 

between the nature o f firms and the nature o f niche resources available for harvesting 

(McKelvey, 1982; Nelson, 1994; Cho and McKelvey, 1996). The nature of firms in a 

niche is characterized by their harvesting capabilities which may be different from their 

attributes. Some of the firm attributes may contribute to establishing harvesting capabilities 

which are directly related to firm performance6. For example, Harvard, Stanford, and MIT

6 For instance, the creosote bush, apunta cactus, and joshua tree are similar in that they have 
desert survival capabilities (unlike ordinary plants), but each plant has totally different attributes. Some of 
the attributes like water-saving leaves or roots may enhance desert survival capabilities, but not all o f the 
attributes do so.
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have very different attributes (i.e. firm attributes). But each survives atop the same MBA 

education resource pool, and the harvesting capabilities of each school are efficient and 

similar. Supposing that some social and/or economical changes make MBA education in 

Cambridge very unattractive than in California, such change in the nature of niche 

resources available for harvesting will affect immediately the harvesting capabilities of each 

school. Thus, the competitive strengths of firms can not be identified without knowing 

what is in the niche to be harvested. On the other hand, supposing that UCLA and Cai 

Tech join the top three schools, such change in the nature of resident firms will rjfect 

immediately the MBA education resource pool. That is, what remains to be harvested is a 

function of the nature of resident firms. To sum, as firms within an industry compete for 

survival and growth, they change the nature of the niche resource pool they attempt to 

harvest. At the same time, as the niche changes, firms’ harvesting capabilities also need to 

change if they are to compete effectively.

Based upon the fundamental interdependency between the nature of firms and the 

nature of niche resources available for harvesting, Cho and McKelvey (1996:13) define 

competition groups as comprising of firms having more or less equally effective survival 

capabilities for living off a common point on a resource gradient. If its harvesting 

capabilities are not roughly equal, a firm would not survive in the niche. Given similar 

survival capabilities (but not necessarily similar attributes), it follows that any actual or 

generally perceived or expected perturbation to the resource gradient (e. g. political, 

economic, environmental, technological, market, etc.) or niche competitor changes (e.g. a 

competing firm fails, or gains increased market share) will affect the nature of the resource 

gradients and availability of resources. At the same time, change in the resource gradients 

and availability of resources affects the harvesting potential and capabilities of firms in the 

group, and such change will influence the value of firms in the niche. In section 2.3, we
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will present the stock return method which uses change in stock returns of resident firms in 

a niche to identifying industry substructure.

2.23  Empirical Studies

Inspired by Porter's theoretical reasoning on the existence of structural differences 

among groups, empirical attempts have been made to identify subgroups in an industry. 

As reviewed by McGee and Thomas (1986), the most commonly used method is to 

examine the similar strategies in one or more functional areas. Some of the works using 

this method include the following; Hatten (1974) and Hatten and Schendel (1977), who use 

manufacturing, marketing and structural variables for grouping; Ramsler (1982) and Oster

(1982), who classify subgroups on the basis of product strategies; Baird and Sudharsan

(1983), who base their grouping on financial strategies such as leverage and dividend 

payment ratio; Hawes and Crittenden (1984) and Hatten and Hatten (1985), who look at 

marketing strategies including price and advertising; and Cool and Schendel (1987), who 

identify longitudinally strategic groups in the US pharmaceutical industry on the basis of 

strategic scope (e.g., range of market segments and geographic scope) and resource 

commitments (e.g., R&D and marketing strategy).

The main issues of empirical studies include (1) Does industry substructure exist?; 

and (2) Does firm performance depend on the strategic group within which a firm finds 

itself? As McGee and Thomas (1986) and Barney and Hoskisson (1990) note, most 

studies conclude that industry substructure exists. However, whether or not a firm’s 

performance depends on strategic group membership is yet undetermined. Not to mention 

the inconclusive findings in (2), resource based theorists including Barney and Hoskisson 

(1990) criticize that empirical findings favoring to (1) do not necessarily provide solid 

evidences that industry substructure exists. It is argued that while strategic group theory
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requires that not only are there differences between firms in an industry but also that sets of 

firms in an industry implement similar strategies, most research to date ignores to check 

whether some degree of firm homogeneity in an industry exists (Barney and Hoskisson, 

1990).

Furthermore, there are other criticisms related to the methods used to draw the 

conclusion of (1). First, while cluster analysis is most often used to discover strategic 

groups in an industry, the statistical tests usually applied are all variants of the F-test, 

which bases its test on minimized within-variance and maximized between-variance. Since 

by intention, cluster algorithms group objects so that within-group variance is minimized 

and between-group variance is maximized, the statistical significance between groups using 

variants of the F-test cannot ensure the assertion that strategic groups actually exist. Thus, 

“the development of clusters [using cluster algorithms and variants of the F-test for 

statistical tests], per se, can not be used as a test of the existence of strategic groups” 

(Barney and Hoskisson, 1990: 189). Cho and McKelvey (1996) note that the problem 

with tests of statistical significance in existing strategic group research is that they are 

strongly biased toward accepting as existing when in fact they do not, a Type I error -the 

null hypothesis being that subgroups do not exist.

Second, since groups are clustered based on input variables of arbitrarily chosen 

strategic dimensions, clusters found may result from the researcher's subjective choice of 

cluster variables (McGee and Thomas, 1986). Since firm strategy is complex and 

multidimensional, the choice of strategic dimensions used for determining subgroups is 

often limited and arbitrary. Arbitrary clustering variables undermine the correct and 

objective identification of industry subgroups.
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Third, some classifications are based on firm strategy or "what they do" which is 

not only imitable, but changeable in nature. For example, Southwest Airline can decide to 

imitate Delta's strategy, and can actually pursue a similar strategy; however, they should 

not be categorized in the same group because their unique drivers and activities are 

fundamentally different. Mascarenhas and Aaker (1989) suggest that the use o f elements of 

a firm's strategy as classifying variables may not be compatible with the search for 

nontransitory substructure because strategies are activities that may be easily imitated and 

changed. They propose clustering variables using assets and skills which systematically 

resist imitation and change.

Finally, clustering with a fragmentary choice of some functional strategies can not 

span a firm's structure. Because of externalities and complimentarities of factors 

comprising a firm's unique structure (Dierickx and Cool, 1989), a handful of elements of 

strategy or structure may not pick up overall structural differences.

In the following section, we present a method based on an analysis of movements 

in market security returns as an alternative to strategy-based classification for detecting 

structural difference among industry subgroups. This method overcomes the weaknesses 

shown to exist among previous methods of industry subgroup classification.

2.3 The Stock Return Method

23.1 Niche-Specific Effects and Covariant Stock Returns

The stock return method presumes that any niche perturbation will cause a spot- 

response in the stock returns (spot rates) of the resident competition group. As discussed 

in section 2.2.2 of niche perturbation hypothesis, any actual or generally perceived or
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expected perturbation to the resource gradient (e. g. political, economic, environmental, 

technological, market, etc.) or niche competitor changes (e.g. a competing firm fails, or 

gains increased market share) will affect the harvesting potential and capabilities of firms in 

the group, and thus the value of firms in the resident competition group will change 

accordingly. Then, under the efficient market hypothesis discussed in detail in section 

2.3.2.1, the change in the value of firms resulting from niche perturbations will be reflected 

concurrently in their stock returns. If so, the variance of stock return residuals after 

eliminating systematic and industry risk will reflect niche-specific effects (see section

2.4.3.1), and examination of the residuals movement can detect the structural differences of 

industry subgroups.

The stock return method incorporates several conceptual and technical 

improvements over that used by Ryans and Wittink (1985) 7. First, they claim that the 

movements of stock returns are directly related to group membership defined by common 

strategies, but there has been no evidence so far that the firms with similar stock 

movements adopt the same strategies. Second, Ryans and Wittink fail to offer sufficient 

statistical evidence to support the clusters found. Instead of using an arbitrary stopping 

rule in determining the statistically optimal number of clusters in data as Ryans and Wittink 

do, stopping rules which have been proven in the literature on clustering to be most 

effective are applied. Finally, a canonical discriminant analysis is conducted with 67 

taxonomic characters of sample firms in order to investigate whether or not the groups

7 In their study, Ryans and W ittink use US airline industry data from the CRSP data file, circa 
1977-1979. They use the market model for obtaining residuals, and use both factor analysis and the 
“diameter “ method o f cluster analysis. Their choices as to number of factors or clusters are visual and 
subjective. In addition, statistical tests on whether the groups found are artifactual are not conducted. Their 
cluster results generally overlap the factor results, and from the point o f face validity, the trunk airlines
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derived from the stock return method are artifactual (statistical significance). The 

taxonomic characters used in this analysis have been identified as evolutionarily significant 

structural and organizational attributes in the electronics industry by Ulrich (1982) and 

Ulrich and McKeivey (1990).

23.2 Key Assumptions

2 .3 .2 .1  Efficient Market Hypothesis

The stock return method assumes the efficient market hypothesis — observed 

security returns "fully, correctly, and instantaneously" reflect all the publicly available 

information (Fama,1976; LeRoy, 1989; Fama and French, 1992). Any external niche 

shocks and resultant internal competitive impacts among niche resident firms will be 

"efficiently" reflected in their security prices via fierce market competition for arbitrage 

profit. Under this hypothesis, stock prices, and therefore stock returns8 are accurate 

reflections of all available relevant information in the sense that self-interested rational 

arbitrageurs, recognizing that prices are out of equilibrium line, make a profit by buying or 

selling stocks, thereby driving prices back to equilibrium values consistent with available 

information (Ross, 1987; Huang and Litzenberger, 1988; LeRoy, 1989). Therefore, an 

incremental change in stock price is a market equilibrium valuation of the impact of 

disturbances on the underlying firm (Lucas, 1978; Huang and Litzenberger, 1988).

mostly are in the same cluster.

8 We follow standard finance research practice in using “stock returns” rather than stock prices. 
Stock returns are derived from stock prices by taking into account dividend payments and stock splits (see 
Section 2.4.3 for detail).
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Capital market efficiency has been a core tenet of finance theory since the 1960s. 

The key concept is that the capital market is “efficient” in the sense that all stock prices 

indicate the average positive returns which are equivalent investor’s risk9 (Merton, 1973; 

Fama, 1976; Lucas, 1978; Comeil and Roil, 1981; LeRoy, 1989; Fama and French, 

1992). Fama (1965) shows that the serial correlation of one day changes in the natural 

logarithm of price are significantly different from zero and the correlations are positive. 

Alexander (1961) and Fama and Blume (1966) directly test the fair-game model by using 

the technical trading filter rule, and find that the capital market is allocatively efficient down 

to the level of transactions costs. Comeil and Roll (1981) also show that while it is 

reasonable to expect efficient markets where people can earn different gross rates of return, 

because they pay different costs for information, the net cost of their abnormal rates of 

return equals zero. These empirical tests show evidence that capital markets are efficient in 

their “weak form”, meaning that no one can make a profit by using price-history 

information. This evidence implies that security returns "fully, correctly, and 

instantaneously" reflect all the publicly available information, the critical aspect as far as our 

method is concerned.

Why is the efficient market hypothesis critical? Under the efficient market 

hypothesis, the stock return is a market equilibrium valuation of underlying firms’ assets 

(The role of stock return in the finance field is similar to that of product price in neoclassical 

microeconomics in the sense that price is a sufficient statistic which reflects an equilibrium 

valuation of an asset). A change of stock returns of firms competing in a particular niche 

reflects a reequilibration of the capital market’s valuation of the underlying assets of firms

9 In other words, stock market is an efficient submartingale or a fair game with positive returns
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in the niche10. Furthermore, changes in security returns due to a niche perturbation 

represent a market equilibrium valuation on the impact on the underlying assets. Since 

efficiently surviving firms in a niche have similar survival capabilities and any perturbations 

from inside and outside niche will similarly affect the harvesting potential and capabilities 

of firms in the group (niche perturbation hypothesis), the impact from niche perturbations 

will be different across groups, and such difference should cause the market to reevaluate 

the assets of all the firms in the niche more or less simultaneously, and this reevaluation 

will, therefore, reflected "fully, correctly, and instantaneously" in their stock returns. This 

is why we can use stock returns to separate industry subgroup common variance from 

firm-specific and market-specific variances.

2 .3 .2 .2  Nonperformance Component

Since they are phenotypic rather than genotypic measures, performance measures 

are not generally used as taxonomic characters in the taxonomic literature. Rather, 

characters which are closely related to survival or reproduction (i.e. core competence for 

organizations such as eating and reproduction parts for organisms) are used (Mayr, 1969 

and McKelvey, 1982). Although it appears that the stock return method uses a 

performance measure (stock return) as a clustering character, this is not really the case. 

The stock return method is concerned with group level covariance resulting from niche 

perturbation, not the performance of individual firms. In an efficient capital market, the 

stock return response of firms in a particular niche, given a niche disturbance, will be

(Huang and Litzenberger, 1988).

10 An interesting point made by Jaewoo lee is that the stock return method may not require a very 
stringent standard of market efficiency. Thus we do not need to be assured o f instant reequilibration, only 
that attempts in this direction, in response to niche perturbations, produce niche related common variance.
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instantaneously similar, but their performance is not necessarily similar. For our purpose, 

the performance measures are not used to detect clusters —only to show covariance in 

returns as an indication of their belonging to the same niche.

2 .3 .2 .3  Nonaggregate Niche Effects

In order to use stock returns in combination with niche perturbations, the stock 

return method prerequisites that firms compete in specific nonaggregated niches, and the 

stock returns represent such nonaggregated effects. If a stock return were to represent the 

value of a diversified firm involving in multiple businesses across various niches, the 

representation of stock returns will be an aggregated one, and will obscure niche effects of 

interest. Consequently we will assume that disaggregated niche effects are required for the 

stock return method, and therefore select firms accordingly.

233 Advantages

The Ryans and Wittink (1985) stock return method offers a number of advantages 

for using stock returns in taxonomic analysis in general. A critical advantage of the 

methods using stock returns is that clusters found are objective and replicable. Since 

securities returns are 'hard' data determined by the efficient capital market, the data are 

objective and replicable. In the stock return method, the classification input variables are 

movements of such securities returns, and therefore, there is less room for researchers' 

subjective categorization or judgment about the classification input variables.

Another important advantage is that this method does not require choosing one or 

few from many descriptive attributes. Because the stock return is not a firm attribute at all— 

-it is a market movement, and because it is not a narrow descriptive character, in the
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fashion of, say, kind of technology, number of hierarchical levels, level of niche resources, 

or number of businesses occupied, vast lists of taxonomic characters are avoided in favor 

of a single character, without losing overall representativeness11. Therefore, this method 

does not require to chose and operationalize attributes of assets and skills which determine 

structural differences. Finding objective measures for assets and skills is difficult: 

Mascarenhas and Aaker (1989), for example, tried to obtain the measures through 

extensive and costly field interviews.

Other advantages include the following: First, stock return data are readily available 

and easy to access. Second, stock return data are well documented over time, it is feasible 

to do a longitudinal analysis. Third, measurement problems associated with accounting data 

are resolved. The method does not need to use accounting data which is inherently 

susceptible to measurement error. Fisher and McGowan (1983) argue that accounting 

information may not be consistent from firm to firm or group to group, and that accounting 

rates of return, even if properly and consistently measured, provide almost no information 

about economic performance.

The major limitation of the stock return method is that firms diversified across 

industries would not be appropriate for clustering because the stock returns would reflect 

complex and combined responses from various business units across industries. 

However, many important industries are composed of basically single-industry firms. For 

example, steel, oil, aluminum, public utilities, airlines, office equipment, and banking

11 Obviously, going from n characters down to 1 character is not the entire issue. We could take 
any single character as the basis o f cluster analysis and then use n-1 other characters for the canonical 
discriminant analysis. But, the stock return is not one of firm attributes or narrow descriptive characters. 
This is what is unique about this method.
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industries are composed primarily (but not exclusively) of firms heavily committed to that 

one industry (Ryan and Wittink, 1985).

2.4 Method

2.4.1 The sample

94 US electronics companies are used for classification in this study. These sample 

firms are selected from 684 publicly held electronics firms in the United States as identified 

in the 1980 Electronic News Financial Fact Book and Directory.

There are two screening criteria in order to qualify as a sample firm. First, the 

activities of the sample firms conform to Rumelt's specialization ratio of greater than 70 

percent. Since they are involved in multiple businesses across industries and thus may 

represent their aggregated effects rather than nonaggregated niches, diversified firms, 

defined as less than 70 percent of Rumelt's measure, are screened out. Rumelt's measure 

of specialization is widely accepted in the field of business strategy12, and firms with over 

70 percent of specialization ratio are regarded as dominant single business firms (Rumelt, 

1974, 1982). The sample firm's average specialization ratio is 0.89 with its standard 

deviation of 0.16, meaning that 89 percent of total sale is from a single business (see Table

2.1). This figure positively confirms the fact that they are highly specialized in a single 

business.

12 Authors who have cited Rumelt's measure o f specialization ratio include Montgomery and Singh 
(1984), Grant and Jammine (1988), and Ramanujam and Varadarajan (1989).
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Second, electronics firms which are listed in the NASDAQ and have complete stock 

returns over the sample period in the University of Chicago's Center for Research in 

Security Prices (CRSP) data tapes are included in the sample data. The NASDAQ firms are 

generally smaller in size than those firms in the AMEX or NYSE, and they tend to 

concentrate on a single or fewer niches. The sample of 94 firms are highly specialized in 

one business, and they focus on one or fewer niches. Out of 60 defined niches in 

electronics industry, the sample firms are on average involved in only 4.17 niches (see 

Exhibit 2.3). Therefore, the industry substructure of firms in the NASDAQ is likely to be 

detected more effectively through stock return method.

2.4.2 Variables

For each company in the sample, a complete set of 52 weekly stock returns in 1979 

and 67 numerical taxonomic characters13 in the corresponding sample period are prepared 

for study. While the stock return method uses only stock returns for clustering, the 67 

non-stock return variables are used for testing whether the clusters derived from the method 

are statistically significant structure.

As raw data, weekly returns are used rather than daily returns because weekly 

returns neutralize erroneous shocks. The variables used in the method are between-firm 

correlation coefficients of stock return residuals. Specifically, weekly stock return residuals 

(after eliminating systematic and industry risk) are correlated between the sample firms 

each week in 1979. The variables capture magnitudes and directions of instantaneous stock

13 We thank David Ulrich for allowing us to use his data set. The data of the 67 taxonomic 
characters in this study are a subset o f the data set used in his chapters (1982,1990).

25

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



www.manaraa.com

return movements reflecting disturbances over the sample period of 52 weeks. Since the 

method classifies groups on the basis of instantaneous stock response patterns, if some 

firms' stock return movement patterns are statistically significantly similar over 52 cases, 

they will be categorized in the same group.

The 67 numerical taxonomic characters are claimed to be evolutionarily significant 

characters by Ulrich (Ulrich, 1982, Ulrich and McKelvey, 1990). The taxonomic 

characters consist of 60 variables measuring the types of business/market competencies as 

well as 18 firm characteristic variables measuring firm size, macro productivity, and 

organizational diversification (see appendix 1). The variables of business/market 

competencies measure firms' presence in a niche(s) available in the industry. 60 niches or 

business/market competencies in the electronics industry are defined by Ulrich (1982) and 

Ulrich and McKelvey (1990) as the combinations o f 10 product/market segments 

(components, power, industrial, instruments, communications, consumer-business, 

computer, government, transportation and nonelectronical) and 6 activities types 

(manufacture, sell, distribute, design-test, lease, and other). The typology of markets 

served by firms in the electronics industry evolves from existing typologies used by 

electronics analysts and industry associations and interviews and a delphi process with a 

panel of industry experts. Given that the rationale that organizational identity is a 

composite of work place and organizational competencies that produce a competitive 

product and service, the business competencies each firm drew upon to serve each market
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are added14. To avoid the effect of “conjoint absences”15 (McKelvey, 1982:390), niche 

characters having no variance are deleted, leaving a total of 67 test characters.

2 ,43  Analytical Methods

In the following subsection, we will present methods for the stock return method. 

There are two phases for group identification. The first step is to obtain residuals from 

security returns, and the second is to manipulate the residuals so that meaningful clusters 

can be obtained.

Step I: Eliminating Systematic Movements

Phase I eliminates from total security returns systematic movements related to 

changes in the market index. Our interest lies in the spontaneous responses of the firm- 

specific portion of security returns. Firm-specific responses are partitioned from total 

returns via regression analysis.

The value-weighted market index from the NASDAQ is used for the market 

measure of the market movement that is common to all securities traded on exchange. The 

separation between firm-specific variation and market portfolio variation is done using the 

market model:

r/T = a,- + b, rM T + ef T (1)

14 Other authors who use the matrix o f markets served by business competencies to analyze key 
characteristics of firm identity include Nathanson and Cassno (1982) and Hambrick and Lei (1985).

15 A conjoint absence indicates that two entities may appear similar because they share the absence 
of some character.
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where:

rf T = weekly stock return for stock i on week T 

or

= (ri,r+7+1) x (r,;,+2+1) x ((r/>f+j + l ) ) x ((ri>t+4+ l) ) x ((rf(f+J+ l)  +1) -1 ,

t = 5(T-1), where T = 1,2,3,...,50

Titl = daily stock return adjusted for stock split and dividend payment
for stock i on day t

or

= {P*f,/ ' V*i,t-1 + d/,r  ̂/ V*i,t-1  

p*{-, = p (- f x s(- , , s^f = coefficient for stock split adjustment

rM,T = weekly return on market portfolio (value weighted) at week T

a,, b, = coefficients in the model for stock i

p ; t = the price of security i on day t

= the dividend, if any, paid on day t for security i

eAT = disturbance in the model for security i at week T

- this is normally distributed with mean 0 and variance q2,-

i.e., e />T ~ N [0, q 2,].

This regression model estimates an intercept term (a,) and the comovement (bf) of 

individual security returns with the movement of the market index. Any variation due to 

factors not presented in the market portfolio will be captured in the disturbance term e,-T.
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The residuals from the market model regression are traditionally interpreted as 

abnormal returns — the securities returns in excess of expected returns, or

AR,yr -  r /,T -  {  a / +  b/ r M,T } (2)

The residuals or weekly abnormal returns (WARs) reflect firm-specific variation 

including subgroup common variances, if any, and a noise term, and are 'free' of total 

market movement. When there exist significant niche perturbance resulting from mobility 

barriers, the residuals will reflect such group common variances or

where:

CU,t  = firm-specific factor for firm i  at time T 

PgX = group-specific factor for group g a t time T

e, T = disturbance in the model for security i  at time T

- this is normally distributed with mean 0 and variance q '2-

Step II: Cluster Analysis of the Residuals

2 .4 .3 .1  Resemblance Coefficient

The residuals from the market model are used to cluster groups in such a way that 

firms with similar directions and magnitudes of residual changes over the time span of 

sample data are grouped together. Specifically, the 52 WARs of each firm from the

ARlVr =cu.T + PftT+ e £iX (2)'
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regression analysis are correspondingly correlated with those of another firm, and the 

correlation coefficient matrix between firms is used for a measure of directions and 

magnitudes of residual changes. Thus, the between-firm correlation coefficient or r/y- is a 

statistic which summarizes the closeness of abnormal return movements between firm i and 

firm j  over the time span of 52 weeks. For example, if the abnormal returns of firm i and 

firm j  move in the same direction and magnitude over the 52 weeks, the between-firm 

correlation coefficient will be 1 ( Note that the between-firm correlation coefficient ranges 

from -1 to 1). Because the directions and magnitudes of spontaneous changes in stock 

returns per week are the basis for clusters, the between-firm correlation coefficient is a 

more effective statistic than others such as the Euclidean distance measure which captures 

absolute distance between residuals changes, but can not reflect their direction. Following 

convention in the finance literature, we use correlation coefficient as a resemblance 

coefficient.

The between-firm correlation coefficient is linearly transformed into a range of 0 to 

2 without losing their ranking relationship. The linear transformation function is:

L(x) = - l * ( x - l )  (3)

where, x = between-firm correlation coefficient (-1 =< x =< 1)

The r,y of 1, which means perfectly correlated movements of WARs between firm i 

and firm j  over the 52 weeks, is transformed to 0; and the rIy- of -1, which means perfectly 

negatively correlated movements of WARs, is transformed to 2. Since this linear 

transformation is a one-to-one mapping, there is no information loss regarding the 

closeness of stock movements. The transformed between-firm correlation coefficient 

matrix becomes input distance data for cluster analysis.
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It is hypothetically plausible to assume a special case of duopoly with zero-sum 

gain where two firms are competing for homogeneous products. Under this hypothetical 

situation, some shocks that are favorable for one firm, but unfavorable for another, may 

inversely affect the response of stock returns of the two firms16, thereby suggesting that 

firms having a negative but strong correlation, i.e. r,y of -1, should be grouped together as 

shown (3) in Exhibit 2.1. In our study, however, firms having a negative but strong 

correlation are regarded as less similar than firms having no correlation, i.e. rty of 0 as 

shown (1) in Exhibit 2.1. One rationale is that while stock returns reflect impacts from 

group common and/or firm-specific shocks (see section 3.2.2.2), in our particular sample 

firms, group common shocks which are embedded in stable niche characters may dominate 

firm-specific shocks (see equation (2)' in section 2.4.3). Our particular sample firms of 

electronics, banking, oil, and airline industry are not characterized by the situation of 

duopoly with zero-sum gain, and a firm’s specific shocks are likely to influence minimally 

other competing firms. Another rationale is that even though impacts of firm-specific 

shocks are big enough, the duration of such impacts may be short because of other 

competitors’ replication. An example may be the frequent fliers’ mileage program launched 

first by American Airlines in 1981. In the same year, United counters with its own 

program, followed by TWA, Delta, Northwest, and Continental. On the other hand, since 

by definition, group common shocks are rooted in niche, replication is not possible in a 

short time.

16 For example, Coke and Pepsi might show negative but strong correlation coefficient if shocks 
come from advertisements o f either firm, whereas Coke and IBM are more likely show no correlation.
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2 .4 .3 .2  Clustering Algorithm

The Ward's (1963) minimum variance method is used for cluster analysis. In the 

Ward method, the distance between two clusters is the ANOVA sum of squares between 

two clusters added up over all the variables. At each generation, the within-cluster sum of 

squares is minimized over all partitions obtainable by merging two clusters from the 

previous generation. The Ward method is chosen because it outperforms in every respect 

except the outlier problem other algorithms including centroid method (Kuiper and Fisher, 

1975; Blashfield, 1976; Mojena, 1977; Milligan, 1980). In order to check Ward method's 

robustness to outliers, the outliers in the data (1, 3, 5, 7, 9 percent) are deleted, and the 

outcome with the deleted data is compared with that of total sample. This sensitivity test 

suggests that the Ward method is robust to the outlier with respect to this data17.

2 .4 .3 .3  Stopping Rules

In determining the number of clusters, we apply stopping rules that have proved to 

be the most effective in the literature: Pseudo F statistic (Calinski and Harabasz, 1974) and

Pseudo T2 statistic (Duda and Hart, 1973). Critical advantage of stopping rules over the 

dendogram analysis is that stopping rules are free from human subjectivity (Milligan and 

Cooper, 1985).

Pseudo F statistic (Calinski and Harabasz, 1974) is computed as [trace B/(A> 

l)]/[trace W/(n-k)] where n and k  are the total number of samples and the number of 

clusters in the solution, respectively. The B and W terms are the between and pooled

17 Up to 5 percent deletion, the outcomes are robust, and classification power increases. In 7 and 9
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within cluster sum of squares and cross products matrices. Plainly speaking, Pseudo F is 

a sufficient statistic which can test a null hypothesis that k  clusters are not statistically

significantly different. Duda and Hart (1973) propose Pseudo T2 statistic or / e(2)//e(l) 

where J t(2) is the sum of squared errors within cluster when the data is partitioned into two 

clusters, and i e(l) is the squared errors when only one cluster is present. Therefore,

smaller Pseudo T2 statistic represents that two partitions explain better than one cluster.

In an evaluation of 30 stopping rules which have appeared in the clustering 

literature, Milligan and Cooper (1985) conclude that the Calinski and Harabasz index

(Pseudo F statistic) is the most effective, and the Duda and Hart statistic (Pseudo T2 

statistic) is the second most effective. Milligan and Cooper (1985) also show that if chosen 

correctly, stopping rules can effectively determine the correct number of clusters in data 

which possess distinct clusters.

2 .4 .3 .4  Statistical Tests: Multivariate & Canonical Discriminant Analysis

In order to investigate whether or not the groups derived from the stock return 

method are artifactual (statistical significance), we conduct a canonical discriminant analysis 

with 67 taxonomic characters of sample firms. We achieve independence between 

grouping solution and test of statistical significance by applying statistical test on variables 

clearly independent from the stock return data. As mentioned in 3.3, the stock return is not 

a firm attribute or not a narrow descriptive character—it is a market movement. Therefore, 

cluster solution using taxonomic characters (list of multiple niche attributes) should be 

independent from that using stock returns (single variable).

percent deletion, the outcome becomes less robust, and classification power decreases.
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Given grouping solution produced by the stock return method (4 clusters in this 

study) and 67 taxonomic characters of firms, the canonical discriminant procedures derive 

canonical functions (linear combinations of the taxonomic characters) that summarize 

between-class variation. The discriminant analysis also produces test statistics indicating 

whether the separation among stock return clusters is statistically significant (Hotelling, 

1935,1936; Waugh, 1942; Lawley, 1959; Kshirsargar, 1972; and Johnson and Wichem, 

1988). If the test statistics show statistical significance, based on taxonomic characters 

which are exogenous to the movements of stock returns, we may conclude that the clusters 

resulting from the stock return method reflect statistically significant information about the 

industry substructure and that they are not artifactual results.

In addition, four multivariate statistics are calculated to test the hypothesis that 

separation of cluster means across 67 taxonomic characters of the Ulrich data are 

significant: Wilk’s Lambda, Pillai’s Trace, Hotelling-Lawley Trace, and Roy's Greatest 

Root (Pillai, 1960; Rao, 1973; Morrison, 1976). Significant F values for each multivariate 

statistic imply that the stock return method produces groups of firms that are different and 

reside in different niches.

2.5 Results

2.5.1 The Production of Residuals

After systematic variance is eliminated, the average WARs of the 94 firms is 0.000 

with a standard deviation of 0.011. The normality test of the WARs suggests that they 

approximate a normal distribution. These results confirm the assumption on the disturbance 

in equation (1), and the WARs of each firm are normally distributed with mean 0 and
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variance q2; i.e., e; x ~ N [0, q2;].

Exhibit 2.2 shows movements of average WARs of 94 firms over the 52 weeks. 

Each movement of WARs i.e. from 1st week to 2nd week, etc., results from firm-specific 

variation across 94 firms during that period. Firm-specific variation may be derived from 

subgroup common variances, if any, and a noise term, and are 'free' of total market 

movement.

2.5.2 The Number of Groups

The pseudo F (Calinski and Harabasz, 1974) has the highest peak at 3 clusters 

(F=6.6) and the second highest peak at 4 clusters (F=6.2), and diminishes all the way after

5 clusters. The pseudo T2 statistic (Duda and Hart, 1973) plunges from the highest peak of 

6.5 (2 clusters) to the lowest value of 4.4 at 4 clusters, and bounces up to 4.7 (5 clusters) 

and 5.0 (6 clusters). These stopping rules strongly suggest that there are 3 or 4 groups in 

the data of the 94 electronics companies.

In this study, we take 4 groups as the optimal solution based on the following 

rationale. Although the pseudo F test indicates favorably 3 groups over 4 groups in this

particular data, the pseudo T2 test and visual dendogram analysis tilts our choice toward 4 

clusters. In addition, the 4th group (n=19) in 4 cluster solution is diverged from the 1st 

group (n=36) in 3 cluster solution, indicating that the 1st group in 4 cluster solution is a 

subset of the 1st group in 3 cluster solution. Therefore, we conclude that analyzing 4 

groups would provide better insights than analyzing 3 clusters. In any event, the canonical 

discriminant analysis produces statistically significant results for both 3 and 4 cluster 

solution, thus the choice of 4 clusters does not undermine our findings and implications of
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this chapter, which is to demonstrate a nonartifactual method of identifying industry 

substructure.

2 iJ  The Nature of the Clusters

2 .5 .3 .1  Weekly Abnormal Returns Movement

In the following two subsections, we will present groups' specifications and niche 

presence. Note that while groups are clustered through stock returns, the specifications and 

niche presence of each group are based on the 67 independent Ulrich variables.

2 .5 .3 .2  Group Specifications

As a way of offering some face validity to our findings, Table 2.1 describes firm 

characteristics of each group. One inference is that groups are distinguishable by their size. 

The firms in group 1 possess the largest total assets ($504.94 million) and number of 

employees (9,043), and are more than 10 times larger than firms in group 4. In terms of 

productivity, group 1 outperforms others in every aspect. Group 2 is doing better than 

group 3 marginally. Group 4 achieves comparable productivity per unit dollar of assets and 

person, but it is far behind in ROA and ROE.

With respect to organizational diversification, the average specialization ratio 

(percent of sales in leading line of business) and electronics specialization ratio (percent of 

sales in leading line of electronics business) for the 94 sample are 0.89 and 1.95, 

respectively. These high ratios indicate that the sample firms are concentrated and focused 

on fewer niches.
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2 .5 .3 .3  Niche Presence

Exhibit 2.2 shows in which of the 60 business/market niches, defined by Ulrich 

(1982) and Ulrich and McKelvey (1990), the firms of each group show dominant 

presence. The columns of the niche matrix represent activities (component, power, 

computers, etc.) and the rows represent product/market segments (manufacturing, 

distribution, R&D, etc.).

In terms of activities types, each group is mostly involved in manufacturing, 

marketing, and R&D activities, and there is little presence in distribution, lease and other 

activities. Although group 2 is more heavily involved in manufacturing (55 out of 126 or 

44%), activities types appear to be more or less similar across groups. With respect to 

product/market segments, there are distinctive differences among groups. Group 1 is 

highly involved in instruments (23%), and its presence in non-electronics (15%) and 

transportation (11%) is the highest among groups. In Group 2, its presence in component 

segment (21%) is among the highest. They are also active in instruments (17%) and 

computers (17%). Group 3 is highly involved in industrial segment (19%) and is also 

active in computers (18%). Finally, Group 4 is highly concentrated on computers (34%) 

and components (27%) in its niche presence, and its involvement in computers segment is 

the highest among groups. Groups 1 and 3 are more or less evenly spread across a number 

of lesser product/market segment involvement. Group 4 is more focused with two strong 

involvements.

2.5.4 Testing for Statistically Significant Structure

Even though univariate description of each group provides good insight into the 

group discrepancies, it is not sufficient to conclude that the groups are statistically
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significantly distinguishable from each other. Since group differences are 

multidimensional, statistical inferences should be made based upon multivariate analysis. 

Although the descriptive information in Table 2.1 and Exhibit 2.3 provides modest insight 

into differences among the groups, it does not give a clear face validity.

In the canonical discriminant analysis based on the 67 taxonomic characters and the 

four clusters found from the stock return method, 3 canonical discriminant functions are 

derived. As shown in Table 2.2, the canonical coefficients for the first canonical variable,

CAN1, have a robust discriminatory power (based on R2 = 0.84) for separating classes, 

with an eigenvalue of 5.3718. CAN2 has an R2 of 0.79 with its eigenvalue of 3.76, while 

CAN3 has an R2 of 0.71 and its eigenvalue of 2.48. CAN 1 explains 46 percent of the 

total common variance.

The results of multivariate analysis confirm that all possible differences among the 

means of the four clusters are statistically significantly different across the 67 independent 

taxonomic characters as shown in Table 2.3a. Wilks' Lambda is 0.010 with F-statistic of 

1.43 (p = 0.037). Pillai's Trace is 2.345, with F = 1.47 (p = 0.025). Hoelling-Lawley 

Trace is 11.602, with F-value of 1.39 (p = 0.056). Roy's Greatest Root is 5.366, with F 

= 2.20 (p = 0.013). In three of the four tests the results of the canonical discriminant 

analysis are clearly significant, with the fourth test only slightly over the p < 0.05 

confidence level.

18 Eigenvalue can be interpreted as the ratio o f between-canonical correlation to pooled within-class 
variation for the corresponding canonical variable. As a rule o f thumb, eigenvalue greater than one is 
regarded significant.
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Exhibit 2.4 shows the graphical plot of the firms based upon the canonical scores of 

firms in each class (The number represents their group identification). As shown in Table 

2.3b, the F statistic for the null hypothesis that the canonical correlation of the first 

canonical discriminant function and all smaller ones are zero in population is 1.43 (p = 

0.037), and the null hypothesis can not be accepted. On the other hand, the F tests for the 

second and third canonical discriminant functions suggest that their canonical correlations 

with class variable can not statistically be non-zero in population (p = 0.1826 and p = 

0.6560, respectively). Given that only CAN1 function is significant, we show only the 

plot with respect to CAN1 and CAN2. It shows the separation among the four groups 

rather clearly, so the other plots are redundant for our purposes.

An interesting finding is that CAN1, the only significant function, is not related 

with size variables listed in Table 2.1. As shown in Appendix 2 where the top 20 

characters of CAN1 and CAN2 are listed, the dominant variables on CAN1 are the niche 

characters such as industrial-manufacturing (-0.958), consumer-leasing (-0.920), and 

nonelectrical-distribution (0.912). Among the most dominant four characters (weights of 

0.9 or higher), there is only one firm character of total assets per employee (0.988). Many 

of the size characters are loaded in CAN2. We have anticipated that the size characters 

might “drive” the solution (and frequently taxonomists avoid size characters for this reason 

(McKelvey, 1982)). This finding suggests that the grouping solution from the stock return 

method is not significantly influenced by the size characters.

2.6 Discussion and Conclusion

This study tests the premise that analysis of stock return movement can reveal the 

structural differences among industry subgroups. It is claimed that the stock return method
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is an objective and replicable method to identify industry subgroups. In this method, 

subgroups are determined based on market-driven equilibrium stock returns rather than on 

arbitrarily chosen strategic dimensions (by researchers), leading to groups that are more 

objective and replicable. It is also claimed that groups found though the stock return 

method are not an artifactual statistical result.

In order to test the validity of the premises of the stock return method, 94 

electronics firms listed in the NASDAQ are used for study. From the stock return data, 

market and industry effects are removed through the market regression model. Using 

product-moment resemblance coefficients, Ward’s clustering method, and analytical 

stopping rules, we identify four subgroups in our particular sample data. Specifically, the 

direction and magnitude of a firm's weekly abnormal returns are analyzed to classify firms 

with similar patterns into the same subgroup. Therefore, the firms in a cluster have 

homogeneous patterns of abnormal stock returns movements, and such patterns are 

distinguishable from those in other clusters. In order to test whether or not the clusters 

found in this method are artifactual, a canonical discriminant analysis and face validity 

check have been conducted based on the 67 independent characters of Ulrich data. A plot 

of the location of the 94 firms in terms of the first and second discriminant functions show 

four obviously distinctive groups. In addition, statistical tests show that the groups found 

by the stock return method are statistically different across the 67 independent variables.

There are some limitations in the study. First, although statistically significantly 

different, the groups found in the study fail to provide a clear face validity mainly because 

the sample firms are not well-defined enough to be familiar to readers. The sample firms 

used in the study are a subset of all electronics companies; only 94 firms are included out of 

publicly held 684 firms in the industry. This fact may induce distortion of clusters found,
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and impede industrywide inferences on the industry substructure. Furthermore, the groups 

found cannot demonstrate clear groupings for the purpose of face validity. For this 

exploratory study, however, the sample firms in the electronics industry are chosen 

primarily because of the availability of the 67 independent variables for canonical 

discriminant analysis. Second, a one-year sample window may be too short of a time to 

fully reflect significant niche disturbances. Without understanding of how the choice of a 

sample window affects optimal grouping, our findings may be limited. Third, the 

clustering method does not allocate observations to clusters randomly (no available 

clustering package does). This fact may generate locally optimized clusters rather than 

globally optimized clusters.

Despite the limitations, conclusions can be drawn from the study. One is that the 

stock return method is an effective method to identify industry substructure, and groups 

found are not an artifactual statistical result. There are structural patterns discernible from 

the stock return movements of the firms in the electronics industry, and an examination of 

stock return movements can provide an insight into the structural differences among 

industry subgroups. The results from the canonical discriminant analysis show that the 

stock return method can effectively and efficiently reveal structures which are consistent 

with those structures based on the 67 taxonomic characteristics (note that taxonomic 

variables are independent from stock returns, and that they are obtained through costly and 

time consuming interviewing process). Furthermore, this test shows that groups found 

though this method are not an artifactual statistical result.

Another conclusion is that subgroups identified through the stock return method are 

objective and replicable. While objectivity and replicability are important objectives in 

classification, the conventional methods have not necessarily achieved such goals mainly
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because choice of strategic dimensions used for determining subgroups is often limited and 

arbitrary. In the stock return method, subgroups are determined based on ‘hard’ stock 

return data and few choices are given to researchers in implementing this method.

Since this study demonstrates that the stock return method is an effective method, 

we believe that resolving the identified limitations is rewarding and imperative. Immediate 

future studies should include following improvements:

1. Face Validity. Although the statistical validity o f the stock return method is clear in terms of 

exogenous niche variables, its face validity seems not yet satisfactory in chapter 2. It is necessary 

to show face validity.

2. Small window. Instead o f  one year o f data collection, 1979, which may be too short of a time to 

pick up many significant niche disturbances. It should be tested whether or not the stock return 

method is valid when time span is extended from 1 year to a longer period.

3. Unknown stability. This study does not consider the evolutionary dynamics of industry subgroups 

over a longer time horizon. Future study needs to check the stability o f  the substructure over the 

life o f the population.

4. Specialization. While the sample o f  this study only includes 94 firms out o f the 684 electronics 

firms, future study needs to include all o f the available firms in an industry.

5. Size. Instead o f using small firms within a target population, future study needs to use sample 

consisting o f  the largest firms in an industry.

In addition to attempting to resolve these limitations, one should also make sure that 

the grouping results are not artifactual. Because the F test (or its kind) base their tests on 

minimized within variance and maximized between variance, statistical significance tests 

based on the cluster/F test approach will make a Type I error. Future studies should 

incorporate some schema so that the results may avoid these artifactual problems.
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Chapter 3

On the Stock Return Method to Determining 

Industry Substructure: Case of Airline, Oil, 

and Banking Industries

3.1 Introduction

Since firm structures vary within an industry (Caves and Porter, 1977; Porter, 

1980,1985; Cool and Dierickx, 1993; Peteraf, 1993; Peteraf and Shanley, 1993; Porac and 

Thomas, 1994), it is important to subcategorize the firms in an industry in an objective and 

effective way (Hunt, 1972; Newman, 1973, 1978; McGee and Thomas, 1986; Hatten and 

Hatten, 1987; Barney and Hoskisson, 1990; Tang and Thomas, 1992; Bogner, Mahoney, 

and Thomas, 1993). However, empirical methods of classifying industry subgroups have 

recently been challenged. McGee and Thomas (1986) conclude that the choice of strategic 

dimensions used for determining subgroups is often limited and arbitrary, resulting in 

incomplete and non-replicable groupings. Barney and Hoskisson (1990) also argue that 

because of failure of testing statistical significance between groups, the fundamental 

question of existence of strategic groups is not yet confirmed empirically.
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As an effort to resolve the identified problems, in chapter 2, the stock return method 

is proposed as an objective and effective method in classifying industry substructure. 

Chapter 2 supports such a claim by demonstrating that industry subgroups found by this 

method are statistically significantly different in terms of exogenous variables while 

avoiding any artifactual statistical results. Such a claim, however, is made with some 

reservations.

One limitation of chapter 2 is that groups found have little face validity. This is 

mainly because the sample of electronic firms are not familiar to the average reader. They 

were chosen as a sample only to test nonartifactual statistical significance of the stock return 

method by using available exogenous variables. Another limitation of chapter 2 is that the 

sample period is limited to a rather arbitrary one year period (1979). A one-year sample 

window may be too short of a time to fully capture important disturbances. Furthermore, it 

is implicitly assumed that the chosen sample window is within one stable time period. 

Although they stem from utilizing the available data for the exogenous variables which are 

the source for testing nonartifactual statistical significance, as acknowledged in the chapter, 

these limitations may act to minimize the likelihood of the finding significant results, if they 

in fact exist.

The purpose of this chapter is to further develop the stock return method by 

resolving the limitations of face validity and sampling window identified in chapter 2, and 

to discuss its potential substitution for the SIC-based grouping. In our study, the sample 

window period is extended from the previous one year window to 4 different windows, 

namely 1-year, 2-year, 3-year, and 5-year window spans. The grouping results from the 

different windows are then analyzed to determine the effectiveness of the stock return 

method. Sample firms are deliberately chosen from industries composed of basically
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single-industry firms (Ryan and Wittink, 1985), namely the airline, oil, and banking 

industries so that the effects from external disturbances will be homogeneous by industry 

and industry subgroups. By applying the method to obviously distinct samples, we resolve 

the issue of weak face validity. By formally applying different sample windows, the 

limitations of small window and unknown stability are also discounted.

In our particular sample, the groups found show a clear face validity, and the 

stability of groups is maintained within these periods. Furthermore, we find that the 

method may detect stable industry effects in addition to subindustry effects. Over the 

sample periods, distinctive industry structure has been identified and sustained. Based on 

our findings, we conclude that the stock return method produces stable group 

classifications across different sample time windows. Given that objectivity and 

replicability are crucial in empirical studies, the stock return method may introduce a way to 

enhance the level of objectivity and replicability in the strategic group research methods. 

Potentially, the stock return method may provide more homogeneous groupings than the 

SIC-based classification, and if true, it will generally boost the quality of research on 

strategy and competitive organizing questions.

In section 3.2, we review the theoretical background. Section 3.3 describes the 

sample data and outlines the methodology. Results are discussed in section 3.4. Discussion 

and conclusions are presented in section 3.5.

3.2 Theoretical Background

The theoretical basis of the stock return method for why industry subgroups or 

structural asymmetry exists is niche perturbation hypothesis (Cho and McKelvey, 1996).

In the following subsection, we will present the theoretical reasoning underlying this
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hypothesis.

3.2.1 Niche Perturbation Hypothesis

In this framework, industry substructure is determined by characteristics of the 

resource pool19 commensurate with the niche20 as well as competitors of resource in the 

pool. Given the resource pool and competitors in place in a niche, Arms who possess 

essential competencies (harvesting capabilities that are crucial to its survival within a niche) 

can only draw revenues competitively from market against competitors (Aldrich, 1979; 

McKelvey, 1982,1994; Hannan and Freeman, 1989; Mosakowski and McKelvey, 1996). 

Then, in equilibrium, efficiently surviving firms in a niche will have similar survival 

capabilities (competition groups) and any perturbations from inside and outside niche will 

similarly affect the harvesting potential and capabilities of firms in the group.

The crucial assumption of this hypothesis is the fundamental interdependency

19In population ecology, environmental resources are generally defined as revenues, i.e., cash or 
kind, available in a niche, and they can be harvested by organizations depending upon their harvesting 
capabilities and competition structure within niche.

20 Niche is defined as follows (Mosakowski and McKelvey ,1996): First, a niche is the "sum total 
o f the adaptations o f an organic unit" (Pianka, 1978: 238). A niche not only includes part o f an 
organization's environment, but is also defined in part by the competencies the organization has available 
for harvesting the niche. Second, an occupying organization seldom, if ever, captures the full resource 
potential o f a niche (because o f incapabilities or competitors) (Hutchinson, 1957), meaning that further 
refining of its competency for harvesting is always possible. Third, it follows from this that while elements 
o f an organization's niche are subject to manipulation as it develops relevant competencies, aspects o f the 
broader environment, for all practical purpose, are not (McKelvey, 1982: 109). Fourth, the resource pool of 
a niche—generally defined as revenue both available and within an entity's competence for harvesting—is 
subject to change by events other than the behavior o f its inhabitants, such as changing economic, 
technological, political and social elements. Fifth, resource pools co-evolve with the emergence of 
organizational forms suited for harvesting the resource. Finally, each niche contains other competitors who 
have also evolved along with the target firm and are able to compete more or less effectively for the 
resources.
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between the nature of firms and the nature of niche resources available for harvesting 

(McKelvey, 1982; Nelson, 1994; Cho and McKelvey, 1996). The nature of firms in a 

niche is characterized by their harvesting capabilities. As firms within an industry compete 

for survival and growth, they change the nature of the niche resource pool they attempt to 

harvest. At the same time, as the niche changes, firms’ harvesting capabilities also need to 

change if they are to compete effectively. Based upon this fundamental interdependency 

assumption, Cho and McKelvey (1996:13) define competition groups as comprising of 

firms having more or less equally effective survival capabilities for living off a common 

point on a resource gradient. If its harvesting capabilities are not roughly equal, a firm 

would not survive in the niche. Given similar survival capabilities (but not necessarily 

similar attributes), it follows that any actual or generally perceived or expected perturbation 

to the resource gradient (e. g. political, economic, environmental, technological, market, 

etc.) or niche competitor changes (e.g. a competing firm fails, or gains increased market 

share) will affect the nature of the resource gradients and availability of resources. At the 

same time, change in the resource gradients and availability of resources affects the 

harvesting potential and capabilities of firms in the group, and such change will influence 

the value of firms in the niche.

Another important aspect of this hypothesis is that competition groups may be 

identified by tracking changes in resource pool rather than trying to measure attributes of 

firms directly. If firms depend on the resource pool for their livelihood, that is, the 

availability of resource pools coevolves with the capabilities of firms for harvesting them, 

resource pool perturbations may act as a proxy measure for firm attributes (Cho and 

McKelvey, 1996).
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3.2.2 The Stock Return Method

3 .2 .2 .1  Key Assumption: Efficient Market Hypothesis

The stock return method assumes the efficient market hypothesis — observed 

security returns "fully, correctly, and instantaneously" reflect all the publicly available 

information (Fama,1976; LeRoy, 1989; Fama and French, 1992). Any external niche 

shocks and resultant internal competitive impacts among niche resident firms will be 

"efficiently" reflected in their security prices via fierce market competition for arbitrage 

profit. Under this hypothesis, stock prices, and therefore stock returns21 are accurate 

reflections of all available relevant information in the sense that self-interested rational 

arbitrageurs, recognizing that prices are out of equilibrium line, make a profit by buying or 

selling stocks, thereby driving prices back to equilibrium values consistent with available 

information (Ross, 1987; Huang and Litzenberger, 1988; LeRoy, 1989). Therefore, an 

incremental change in stock price is a market equilibrium valuation of the impact of 

disturbances on the underlying firm (Lucas, 1978; Huang and Litzenberger, 1988).

Under the efficient market hypothesis, the stock return is a market equilibrium 

valuation of underlying firms’ assets. A change of stock returns of firms competing in a 

particular niche reflects a reequilibration of the capital market’s valuation of the underlying 

assets of firms in the niche22. Furthermore, changes in security returns due to a niche

21 We follow standard finance research practice in using “stock returns” rather than stock prices. 
Stock returns are derived from stock prices by taking into account dividend payments and stock splits (see 
Section 3.3.3.1 for detail).

22 An interesting point made by Jaewoo lee is that the stock return method may not require a very 
stringent standard o f  market efficiency. Thus we do not need to be assured of instant reequilibration, only
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perturbation represent a market equilibrium valuation on the impact on the underlying 

assets. Since efficiently surviving Arms in a niche have similar survival capabilities and 

any perturbations from inside and outside niche will similarly affect the harvesting potential 

and capabilities of firms in the group (niche perturbation hypothesis), the impact from niche 

perturbations will be different across groups, and such difference should cause the market 

to reevaluate the assets of all the firms in the niche more or less simultaneously, and this 

reevaluation will, therefore, reflected "fully, correctly, and instantaneously" in their stock 

returns. This is why we can use stock returns to separate industry subgroup common 

variance from firm-specific and market-specific variances.

3 .2 .2 .2  Niche-Specific Effects and Covariant Stock returns

The stock return method presumes that any niche perturbation will cause a spot- 

response in the stock returns (spot rates) of the resident competition group. Any actual or 

generally perceived or expected perturbation to the resource gradient (e. g. political, 

economic, environmental, technological, market, etc.) or niche competitor changes (e.g. a 

competing firm fails, or gains increased market share) will affect the harvesting potential 

and capabilities of firms in the group, and thus the value of firms in the resident 

competition group will change accordingly. Then, under the efficient market hypothesis, 

the change in the value of firms resulting from niche perturbations will be reflected 

concurrently in their stock returns. Therefore, if there exist industry- or group- common 

variations derived from niche disturbances, such common variations may induce different 

spot-responses in stock returns (spot rates) across industries or groups within an industry.

that attempts in this direction, in response to niche perturbations, produce niche related common variance.
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In order to capture industry- and group-common variations, systematic (market) 

variance is eliminated from the total variance. Once the systematic risk is removed, the 

variance of residuals may represent individual risk as well as industry and/or group 

membership risk. Residual variations after eliminating market variation from total variation 

are as follows (see equation (2) and (2’) in section 3.3.3.1):

Residual Variations = Total Variations - Market Variations, or

= Industry Variation + Group Variations + Error Term

By definition, the error term is random. If residuals of stock returns show common 

variations significantly over time, we can infer that there exist variations from industry- 

and/or group-common disturbances. Without industry- and/or group-common variations, 

by definition, residual variations should be random, and common variations should not be 

identified systematically and persistently over time.

Assuming that efficient stock market hypothesis holds, the fact that there exist 

common stock return comovements, guarantees that there have been a sufficient number of 

group-common shocks in the environment, and those shocks have been significant. Thus, 

the stock return method does not require a check, a priori, as to whether there are 

significant numbers in group-common shocks and corresponding impacts.

The stock return method examines the movement of stock return residuals after 

eliminating market and industry variance in order to detect the structural differences of 

industry subgroups. If stock return residuals of some firms in an industry move similarly 

while those of other firms do not, we may then infer that group-common variations exist.
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3.2.2.3 Remarks on the Stock Return Method

Nonperformance Component

Since they are phenotypic rather than genotypic measures, performance measures 

are not generally used as taxonomic characters in the taxonomic literature. Rather, 

characters which are closely related to survival or reproduction (i.e. core competence for 

organizations such as eating and reproduction parts for organisms) are used (Mayr, 1969 

and McKelvey, 1982). Although it appears that the stock return method uses a 

performance measure (stock return) as a clustering character, this is not really the case. 

The stock return method is concerned with group level covariance resulting from niche 

perturbation, not the performance of individual firms. In an efficient capital market, the 

stock return response of firms in a particular niche to a niche disturbance may be 

instantaneously similar, but their performance is not necessarily similar. For our purpose, 

the performance measures are not used to detect clusters --only to show covariance in 

returns as an indication of their belonging to the same niche.

Nonaggregate Niche Effects

In order to use stock returns in combination with niche perturbations, the stock 

return method prerequisites that firms compete in specific nonaggregated niches, and the 

stock returns represent such nonaggregated effects. If a stock return were to represent the 

value of a diversified firm involving in multiple businesses across various niches, the 

representation of stock returns will be an aggregated one, and will obscure niche effects of 

interest. Consequently we will assume that disaggregated niche effects are required for the 

stock return method, and therefore select firms accordingly.
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3 .2 .2 .4  Advantages

The Ryans and Wittink (1985) stock return method offers a number of advantages 

for using stock returns in taxonomic analysis in general. A critical advantage is that 

clusters found are objective and replicable since securities returns are 'hard' data 

determined by the efficient capital market. There is little room for researchers' subjective 

categorization or judgment about the classification input variables. Another advantage is 

that this method does not require choosing one or few from many descriptive attributes. 

Because the stock return is not a firm attribute at all—it is a market movement, and because 

it is not a narrow descriptive character, in the fashion of, say, kind of technology, number 

of hierarchical levels, level of niche resources, or number of businesses occupied, vast lists 

of taxonomic characters are avoided in favor of a single character, without losing overall 

representativeness23. Therefore, this method does not require to chose and operationalize 

attributes of assets and skills which determine structural differences. Finding objective 

measures for assets and skills is difficult: Mascarenhas and Aaker (1989), for example, 

tried to obtain the measures through extensive and costly field interviews.

Other advantages include the following: First, stock return data are readily available 

and easily accessible. Second, since stock return data are well documented over time, it is 

feasible to do a longitudinal analysis. Third, measurement problems associated with 

accounting data are resolved. The method does not need to use accounting data which is 

inherently susceptible to measurement error. Fisher and McGowan (1983) argue that

23 Obviously, going from n characters down to 1 character is not the entire issue. We could take 
any single character as the basis o f cluster analysis and then use n-1 other characters for the canonical 
discriminant analysis. But, the stock return is not one o f firm attributes or narrow descriptive characters. 
This is what is unique about this method.
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accounting information may not be consistent from firm to firm or group to group, and that 

accounting rates of return, even if properly and consistently measured, provide almost no 

information about economic performance.

The stock return method has some limitations. The major limitation of this method 

is that firms diversified across industries are not appropriate for clustering because the 

stock returns would reflect complex and combined responses from various business units 

across industries. However, many important industries are composed of basically single­

industry firms. For example, steel, oil, aluminum, public utilities, airlines, office 

equipment, and banking industries are composed primarily (but not exclusively) of firms 

heavily committed to that one industry (Ryan and Wittink, 1985).

In this chapter, the stock return method is further developed by resolving the 

identified limitations in chapter 2. Specifically, the limitations to be resolved are as 

follows:

1. Face Validity. Although the statistical validity of the stock return method is clear in terms of 

exogenous niche variables, its face validity seems not yet satisfactory in chapter 2. This chapter 

seeks the face validity o f  the method.

2. Small window. Instead o f  one year o f data collection, 1979, which may be too short o f a time to 

pick up many significant niche disturbances, we use up to 5 years o f  data. As shown in section 

3.4, as the time span increases from 1 year to 5 years, the group structures become clearer and 

tighter, implying that more o f the significant niche perturbations would increase the effectiveness 

of classification.

3. Unknown stability. Previous study does not consider the evolutionary dynamics of industry 

subgroups over a longer time horizon. Unlike Fiegenbaum and Thomas (1993), the previous 

study has not assured that its data are from only one stable time period in the life o f the 

population. This study has checked the stability of the populations within the window spans.
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4. Specialization. While the sample o f the previous study only includes 94 of the 684 publicly held 

electronics firms in the United States (circa 1979), this chapter includes all of the available Arms 

in the airline and oil industries.

5. Size. Instead o f using small firms within a target population, our sample consists o f the largest 

firms in their industries. For example, the sampled firms in the banking industry are selected from 

the top 13 largest ones.

While attempting to resolve these limitations, we also make sure that the grouping 

results are not artifactual. As discussed in chapter 2, by minimizing within-group variance 

and maximizing between-group variance, the cluster algorithm by itself produces clusters 

regardless of whether there is structure in the data or not. Because the F test (or its kind) 

bases its tests on minimized within variance and maximized between variance, statistical 

significance tests based on the cluster/F test approach tend to make a Type I error. For this 

reason, many studies to date have falsely concluded that artifactual groupings are 

statistically significant. In an effort to overcome these artifactual and Type I error 

problems, in this chapter, the sample firms are deliberately chosen from obviously different 

groups, and the grouping results are referenced to their actual reality (face validity). In 

addition, we check the historical consistency of grouping structure over time. If the groups 

found are artifactual, it is very unlikely to observe historical consistency, especially 

considering that the stock returns are ‘hard’ data and no subjective manipulations have been 

made in grouping. In the following section, the sample and analytical method will be 

presented.
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3.3  Method

33.1 Sample

41 firms are used for classification in this study. Among them, 12 firms are 

involved in banking, 20 firms are doing oil-related businesses, and 9 firms are in the airline 

industry (see Table 3.1).

The 12 sample firms in the banking industry are chosen based on assets from the 

top 13 firms listed in the 100 laigest commercial banking companies (1993).24 Although 

the SIC classifications differ at the 4-digit level (i.e., 6711, 6712, or 6025), the sample 

firms are regarded as competing in the same banking industry (Fortune, May 30 of 1994). 

In choosing the sample firms in the oil industry, all the firms in the oil refinery industry 

(SIC=2911) are included regardless of their size. Therefore, the sample firms share the 

same 4-digit level of SIC. In the airline industry, all the available firms in SIC=4511 or 

4512 are included in the sample firms (We include the firms with 4512 because some firms 

like U A L are obviously competing mainly in the airline industry).

Among firms which meet the above criteria, the final 41 firms in the sample are 

screened out by their stock return data availability: the sample firms are listed in the NYAM 

(New "Vbrk and American Stock Exchanges) and have complete stock returns over the 

sample period in the University of Chicago’s Center for Research in Security Prices 

(CRSP) data tapes. Since our study employs 1-year, 2-year, 3-year, and 5-year sample

24 See Fortune, May 30, 1994. The First Union Corporation ranked 9th is not included in the 
sample because of lack of stock return data.
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windows, the 41 samples require complete stock returns over these periods. Any firms 

which do not have complete data are not included in this study.

Because the selection of samples should be free from any subjective judgment, we 

do not include or exclude any sample firms because of seemingly obvious misspecification 

of SIC-based classification. For example, Spelling Entertainment Group Inc. has the SIC 

of 2911 even though they are in the business of TV programs and feature films. Their 

sales in 1993 were only $599.8 million with 1,000 employees. Although their business 

and company size can not be compared with major oil companies like Exxon or Mobil, the 

firm is included in the oil sample firms since its SIC is the same. Another example is 

WorldCorp. Their business is not directly involved in the passenger airline transportation 

(despite their SIC of 4511). Their sales volume is just $204.4 million with 725 employees, 

while the smallest (Alaska Airline) firm in the airline industry has sales of $1,315.6 million 

with 8,458 employees. Although the differences are significant, WorldCorp is included 

with the passenger airline transportation. These “anomalies” provide interesting challenges 

to the stock return method.

33.2 Variables

For each company in the sample, a complete set of 250 weekly stock returns during 

the period of 1988 to 1992 are prepared for study. For raw data, weekly returns are used 

rather than daily returns because weekly returns neutralize erroneous shocks. By 

aggregating daily returns (see section 3.3.3.1), weekly returns correct any daily 

misinterpretations of disturbances, if any.

The variables used in the method are between-firm correlation coefficients of stock 

return residuals. The between-firm correlation coefficient captures magnitudes and
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directions of instantaneous stock return movements reflecting disturbances over the sample 

period. Since both the magnitudes and directions are meaningful in analyzing stock return 

movements, the correlation coefficient is chosen as variable measure over distance 

measure, such as Euclidean distance. In our sample, weekly stock return residuals (after 

eliminating systematic risk) are correlated between the sample firms each week over the 

chosen sample windows. For example, under the 3-year sample window period, the 150 

weekly abnormal stock returns of two firms among the sample firms are correlated, and the 

between-firm correlation coefficient is used as a summarizing measure for comovement. In 

the same manner, 1-year, 2-year, and 5-year sample data are prepared with 50, 100, 250 

weekly returns, respectively.

33 3  Analytical Method

Pursuant to our research objective, the following subsections present the analytical 

design. At the initial stage, the security returns residuals from all the sample firms are 

obtained and are correlated among firms in order to calculate summary statistics for 

comovement. Since we adopt 1-year, 2-year, 3-year, and 5-year sample windows in the 

study, the between-firm correlation coefficients are obtained for each chosen sample 

window. At the second stage, the summary statistics are analyzed so that firms which 

move similarly can be grouped together (clustering). At the final stage, the resulting 

groups are analyzed for their validity.

3 .3 .3 .1  Eliminating Systematic Movements

The systematic movements related to changes in the market index are eliminated 

from total security returns. The value-weighted market index from the NYAM is used for 

the market measure o f the market movement that is common to all securities traded on
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exchange. The separation of market portfolio variation is done using the market model:

r/,T = a, + b/ tm ,t  +  e,yr (1)

where:

r,-,T = weekly stock return for stock i on week T

or

= (r,;/+7+l) x (r/,f+2+l) x ((Fu+ j+ l)) x ((r/,,+4+1)) x ((rf,/+5+l) +1) -1 , 

t = 5(T-1), where T = 1,2,3,...,50 

Ti,t = daily stock return adjusted for stock split and dividend payment 

for stock i on day t

or

= { P* i,t - P*«>/ + d } /  P 

p * /,f  =  Pi,r X S i , t , S[,t =  co e ffic ien t fo r s to ck  split ad justm ent

F m ,t =  w eek ly  return on  m ark e t po rtfo lio  (va lue  w eighted) a t w eek  T 

a,, b i =  coefficien ts in the m odel fo r  s to ck  /

p/,f =  the p rice o f  security  i o n  d ay  t

d/,r = the d iv idend , if  any , pa id  o n  day  t  fo r  security  t

ei,T =  d isturbance in the m odel fo r  secu rity  i at w eek  T

- this is normally distributed with mean 0 and variance q2t 

i.e., e/,T ~ N [0, q 2,-].

This regression model estimates an intercept term (a,) and the comovement (b;) of 

individual security returns with the movement of the market index. Any variation due to
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factors not presented in the market portfolio will be captured in the disturbance term e^T.

The residuals from the market model regression are traditionally interpreted as 

abnormal returns — the securities returns in excess of expected returns, or

AR,,t = r,-,T - { a, + b, tm ,t  } (2)

The residuals or weekly abnormal returns (WARs) reflect firm-specific variation 

including subgroup common variances, if any, and a noise term, and are 'free' of total 

market movement. When there exists significant niche perturbance resulting from mobility 

barriers, the residuals will reflect such group common variances or

AR, T = cti,T + PgX + elT (2)'

where:

a/,T = firm-specific factor for firm i at time T

|3g T = group-specific factor for group g at time T

E , , t  = disturbance in the model for security i at time T

- this is normally distributed with mean 0 and variance q'2- 

i e., e /Vr ~ N [0, q '2/].

3 .3 .3 .2  Resemblance Coefficient

The residuals from the market model are used to cluster groups in such a way that 

firms with similar directions and magnitudes of residual changes over the time span of 

sample data are grouped together. Specifically, the WARs of each firm from the regression
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analysis are correspondingly correlated with those of another firm, and the correlation 

coefficient matrix between firms is used for a measure of directions and magnitudes of 

residual changes. Thus, the between-firm correlation coefficient or rij is a statistic which 

summarizes the closeness of abnormal return movements between firm i and firm j over the 

chosen sample time span. For example, if the abnormal returns of firm i and firm j move in 

the same direction and magnitude over the sample windows, the between-firm correlation 

coefficient will be 1 ( Note that the between-firm correlation coefficient ranges from -1 to 

1). Because the directions and magnitudes of spontaneous changes in stock returns per 

week are the basis for clusters, the between-firm correlation coefficient is a more effective 

statistic than others such as the Euclidean distance measure. This measure captures 

absolute distance between residuals changes, but can not show their direction. In the stock 

return method, both direction and magnitude are considered.

The between-firm correlation coefficient is linearly transformed into a range of 0 to 

2 without losing their ranking relationship. The linear transformation function is:

L(x) = -1 * ( x - 1 )  (3)

where, x = between-firm correlation coefficient (-1 =< x =< 1)

The Ty of 1, which means perfectly correlated movements of WARs between firm i 

and firm j over the sample window, is transformed to 0; and the rij of -1, which means 

perfectly negatively correlated movements of WARs, is transformed to 2. Since this linear 

transformation is a one-to-one mapping, there is no information loss regarding the 

closeness of stock movements. The transformed between-firm correlation coefficient 

matrix becomes input distance data for cluster analysis.
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3 .3 .3 .3  Clustering Algorithm

The Ward's (1963) minimum variance method is used for classifying the sample 

firms into groups so that the stock returns of a group can comove significantly over the 

chosen sample window. Technically speaking, the method clusters those firms whose 

distances of transformed between-firm correlation coefficients are the closest into the same 

group. In the Ward method, the distance between two clusters is the ANOVA sum of 

squares between two clusters added up over all the variables. At each generation, the 

within-cluster sum of squares is minimized over all partitions obtainable by merging two 

clusters from the previous generation. The Ward method is chosen because it outperforms 

in every respect, except the outlier problem of other algorithms, including the centroid 

method (Kuiper and Fisher, 1975; Blashfield, 1976; Mojena, 1977; Milligan, 1980).

3 .3 .3 .4  Stopping Rules

Pseudo F statistic (Calinski and Harabasz, 1974) and Pseudo T2 statistic (Duda and 

Hart, 1973) are used for determining the number of clusters25. Pseudo F statistic (Calinski 

and Harabasz, 1974) is computed as [trace B/(A:-l)]/[trace W/(n-A:)] where n and k 

represent the total number of samples and the number of clusters in the solution, 

respectively. The B and W terms are the between and pooled within cluster sum of squares 

and cross products matrices. Plainly speaking, Pseudo F is a sufficient statistic which can 

test a null hypothesis that k  clusters are not statistically significantly different. Thus, the 

larger the value of Pseudo F statistic is, the better a group becomes separated into two.

25 In an evaluation o f 30 stopping rules which have appeared in the clustering literature, Milligan 
and Cooper (1985) conclude that the Calinski and Harabasz index (Pseudo F statistic) is the most effective,
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Duda and Hart (1973) propose Pseudo T2 statistic or 7e(2)//e(l)  where / e(2) is the sum of 

squared errors within a cluster when the data is partitioned into two clusters, and 7e(l)  is

the squared errors when only one cluster is present. Therefore, smaller Pseudo T2 statistic 

represents that two partitions explain better than one cluster. In determining the optimal 

number of clusters in our analysis, we look for the highest F value with largest marginal

drop of T2 value.

3 .3 .3 .5  Principal component Analysis

In order to interpret the clusters found, we use the principal component analysis to 

summarize the data. As Rao (1964) maintains, the analysis is a valuable tool to derive a 

small number of linear combinations (principal components) of a set of variables that retain 

as much of the information in the original variables as possible. Principal components can 

be used to reduce the number of variables in regression and clustering. Plots of principal 

components can especially provide valuable insights on explanatory data analysis 

(Morrison, 1976). King (1966) uses the analysis to find that there exists market 

component and industry component in weekly stock returns. In order to check whether 

there are industry component and subindustry component in our particular sample data 

(note that we remove market component), and to show graphically how much principal 

components explain the group differences, we apply principal component analysis into our 

sample.

and the Duda and Hart statistic (Pseudo T2 statistic) is the second most effective.
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3.4 Results

3.4.1 The Number of Groups

Table 3.2 presents Pseudo F and Pseudo T2 for a given number of groups derived 

by the clustering algorithm. Since the sampled firms are drawn from three distinct 

industries, it is expected that the optimal number of groups would be three. Each Pseudo F 

(Calinski and Harabasz, 1974) shows its 2nd highest peak at three clusters across the 4 

windows (F,=10.0, F2=8.6, F3=8.8, and Fs=9.0, respectively). At three clusters, the 

Pseudo T2 statistic (Duda and Hart, 1973) shows the largest drop in all 4 cases (T2,=3.9, 

T2,=3.5, T23=5.6, and T2S=4.2, respectively) and bounces back up around six clusters and 

then drops to around nine clusters.

Since we are interested in whether the method can distinguish 3 different industries, 

3 clusters will be analyzed in this chapter. By allowing as many clusters as possible, we 

increase the chance that the 3 industries might collapse into meaningful subgroups. In 

order to analyze the subgroup structure by allowing many clusters, we will study 9 

clusters. In the following section, the nature of the three and nine clusters are presented.

3.4.2 The Nature of the Clusters

Since the sampled companies are drawn from distinctive oil, banking, and airline 

industries, the groups found are referenced to their actual industries in order to check for 

face validity. Table 3.3 describes group memberships derived by the stock return method. 

As shown clearly, the firms in cluster 1 belong to the airline industry, and those in cluster 2 

are in the banking industry, while those in cluster 3 are firms in the oil industry. In the 2- 

year window, some firms in the oil industry which are especially in the lower hierarchical
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level in the clustering tree are misfit into airline firms (i.e. Ashland Oil Inc., Diamond 

Shamrock Inc. and etc. in Table 3.3). Note that all the firms in the oil refinery industry 

(SIC=2911) are included in the sample although the nature of their business varies. 

Nonetheless, in the longer windows, the main grouping structure becomes more similar to 

reality. In the 3-year and 5-year windows, the classification of the firms in all industries 

becomes perfect and persistent (see groups in 150 weeks and 250 weeks of Table 3.3).

One misfit is the case of Worldcorp which has been clustered in cluster 3, the oil 

industry. As described in section 3.3.1, WorldCorp is considered an outlier in the airline 

industry because its business is not directly involved in the passenger airline transportation 

(despite their SIC of 4511). Its sales volume is just $204.4 million with 725 employees. 

Comparing the company in sales and number o f employees to the smallest firm (Alaska 

Airline), whose sales is $1,315.6 million with 8,458 employees and to the second smallest 

one (Southwest Airline), whose sales is $2,592.0 million with 16,818 employees, 

WorldCorp should behave differently from the other airline firms.

Another misfit is the Spelling Entertainment Group Inc. who is in the business of 

TV programs and feature films. The company has oil industry SIC of 2911, and is 

classified into the lower hierarchical level in the oil industry (see Table 3.3,3.4 and Exhibit

3.2). Group members include Howell Corp, WorldCorp Inc., Norsk Hydro A S, and 

Quaker State Corp. Considering Spelling’s sales volume ($599.8 million in 1993) and the 

number of employees (1,000 employees), their business and company size can not be 

compared with major oil companies like Exxon or Mobil. Spelling should not be grouped 

with the major oil companies (see Table 3.4 and Exhibit 3.2). Nonetheless, Spelling’s 

classification into the lower hierarchical level in the oil industry (see Table 3.3) is 

reasonable because the industry is most varied one among the three industries. Since our
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method forces all the sample firms to be classified into 3 clusters (Table 3.3), it is expected 

that any outliers, if any, whose variation is the highest would be grouped together, and 

their hierarchical level in the clustering tree should be lower. Note that all the firms in the 

oil refinery industry (SIC=2911) are included regardless of their size (see section 3.3.1).

Considering that the grouping results have been derived from ‘hard’ market returns 

without any subjective manipulations, the historically consistent and well-fitted results 

imply that the method works at the level of entire industries. Although it is originally 

designed to detect industry substructure in a micro context, the method may also be used 

for identifying industry structure in a macro context. Note that in chapter 2, subgroups are 

detected in one industry, while in this chapter (3), industry as well as subgroup 

memberships among firms across 3 industries are identified.

Table 3.4 shows industry subgroup specifications. The firms in clusters 1 ,6 ,7 , 8, 

and 9 belong to the oil industry. Those in clusters 3 and 4 belong to the banking industry 

while those in clusters 2 and 5 are part of the airline industry. In the oil industry, market 

leaders like Chevron, Mobil, Exxon, Philips, Atlantic, Amerada, KERR, and Murphy are 

grouped into the same group (cluster 1) consistently over the 4 windows. The other non- 

market leaders are less consistent. Even though the samples are chosen from the same SIC 

of 2911, it appears that there are more diverse industry subgroups within the group. It also 

seems that the SIC-based classification does not produce the most homogeneous 

groupings. Considering that a primary role of taxonomic method is to provide 

homogeneous groups for high quality research (McKelvey, 1982), the SIC-based 

classification may not be the best method.

In the banking industry, all of the banks (cluster 3) except Banker’s Trust, JP 

Morgan, and Banc One Group (cluster 4) group together consistently across the 5-year
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sample period. These banks are separate from other major nationwide retail-oriented banks 

in terms of their institutional banking emphasis. Unlike those in the oil industry, the 

sample firms are chosen from the top 13 largest banks. In our sample, their groups are 

very consistent over the 5-year span and are regarded as competing in the same industry by 

practitioners (Fortune, 1994). Their SICs are widely different (6025,6711, and 6712) and 

are not highly correlated with the groupings.

In the airline industry, all the major firms such as American, U A L ,  Delta, and US 

Air are consistently classified together (Cluster 2), while British and KLM are grouped 

differently (cluster 5). WorldCorp behaves very differently from other airline firms. 

Considering that WorldCorp is an outlier, as mentioned in section 3.3.1, this is to be 

expected. Although all the sample firms including WorldCorp (except U A L )  have the 

same SIC of 4511, British and KLM are obviously separated from other major US 

domestic airline firms. Despite its different SIC of 4512, U A L is consistently grouped 

with the other major firms.

There are some misspecifications in the groups. We find 4 misfits in the 1-year and 

2-year windows, and 1 misfit afterwards. The most misfit firm in our sample is 

Worldcorp: across all of the 4 windows, it is never categorized into any of the airline 

groups even though it has an airline SIC code. The second most misfit is Spelling 

Entertainment Group which is not an oil-related firm, but has been somehow classified into 

the SIC of 2911 (see section 3.3.1). This firm has not behaved like other firms in the oil 

industry, and is categorized inconsistently.
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3.4 J  The Nature of Factors

In order to interpret the structure in the data, principal component analysis has been 

applied across the 4 windows. Note that because the market component has been removed 

from total variations, principal components do not reflect systematic market effects. Table

3.5 shows the eigenvalues and their explanatory proportions for the most critical 5 principal 

components from possible 41 principal components. An interpretation of eigenvalues is the 

explained proportion of total variance, due to its linear combinations of the independent 

variables (principal component). As exhibited in Table 3.5, the impact o f principal 

component 1 is significant: its explaining proportion is 40 percent, 33 percent, 35 percent, 

and 36 percent of total variations, respectively, across 4 windows. In our particular 

sample, the first principal component distinguishes between banking and oil industry as 

well as between airline and oil industry (see Exhibit 3.2).

The effects of the second principal component are also significant. Note that the 

explaining the proportion of PRIN2 is 13 percent, 16 percent, 15 percent, and 15 percent, 

respectively. Although the interpretation of the second principal component is not as clear 

in our particular sample, it distinguishes between banking and airline industry (see Exhibit

3.2).

Exhibit 3.2 shows 4 graphical plots of firms based upon their loadings on the 1st 

and 2nd most important principal components. Because those two principal components 

explain more than 50 percent of original data, their plot is an effective graphical 

presentation of information retained in the data. Each plot shows each sample firm’s 

loading scores at a chosen window (say, 1-year window for the first one), and oil and 

banking firms are represented by ‘z’ and ‘x \  respectively. Airline firms are represented by 

the first character of their company name (say, ‘A’ for American Airline).
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As shown clearly, the plots of each firm are stable with respect to industries over 

the sample windows. The banking firms (‘x’), stay on the left-low comer of the plot 

plane, and the width of variations is tight (between -6 and -2 for PRIN1 and between -4 

and 0 for PRIN2). The firms in the airline industry are located at the left-upper side. Their 

patch lies between -4 and 0 along PRIN1 and between 0 and 5 along PRIN2. On the other 

hand, the oil firms (‘z ’) are scattered over the right-middle area, and their variation width is 

larger along the 1st principal or PRIN1. Nonetheless, the firms in the lower right comer 

are stable over all time spans (see CL1 in Table 3.4 for their names). Along with stability, 

an inference is that the substructure of the oil industry is more complicated, yet the 

substructure of the leader group (i.e. CL1 in Table 3.4) is clearly distinguishable from 

other groups in the banking and airline industries.

It can also be observed that the longer the time span is (up to 5 years at least), the 

tighter and clearer the classification is. Comparing the 1-year and 5-year windows, the plot 

of the 5-year window is much tighter, for example, the variation width of banks is much 

narrower. For the years chosen, the 5 year window did not stretch into a period of 

evolutionary instability even for the airlines. Empirically, the choice of optimal sample 

periods can be important. Too short a sample span may not capture a sufficient number of 

outside disturbances which are source of covariance grouping. Too long a span may 

include evolutionary structural changes in their snapshot-classification, resulting in a 

mixture of responses to structural changes and spot-responses to disturbances. In our 

particular data, the 3-year window seems to be an optimal choice as a sample period. It can 

be inferred that there has not been significant evolutionary structural changes among those 

industries because grouping structure stays consistent both in the 3-year and 5-year 

windows (1988-1992 time frame).
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3.5 Discussion and Conclusion

In order to further develop the stock return method, this chapter discusses the 

issues of face validity, sampling window, and potential substitution of SIC-based 

grouping. Although statistically significantly different, the groups found in chapter 2 fail to 

provide a clear face validity. In this chapter, we carefully chose 41 sample firms from the 

oil, banking, and airline industries because these industries are obviously distinct and 

heavily specialized to one industry (nonaggregated). Because the stock return method is 

based upon group-common variations, its extension to industry-common variations appears 

conceptually natural. Empirically this extension may be important because it can provide 

face validity. Furthermore, the currently popular, yet problematic classification based on 

SIC code can be replaced by, or at least referenced to, the proposed method’s 

classification.

A one-year sample window may be too short of a time to reflect fully the significant 

niche disturbances, and no empirical evidence to date has been documented with respect to 

how the choice of sample window affects optimal groupings. Empirically, too short a 

sample span may not capture a sufficient number of outside disturbances which are the 

basis of grouping. Too long a span may include evolutionary structural changes in their 

snapshot-classification, and stock return data may reflect both structural-responses to 

evolutionary changes and spot-responses to disturbances. In this chapter, the sample period 

window is extended from the previous one year window to 4 different windows, namely 1- 

year, 2-year, 3-year, and 5-year window spans. The grouping results from the different 

windows have been analyzed in order to evaluate the effectiveness o f the stock return 

method.
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To study these issues, the weekly abnormal returns of the 41 sample firms, listed 

on NY AM, are obtained over 1-year, 2-year, 3-year, and 5-year windows through a market 

regression model. Then, using product-moment resemblance coefficients, Ward’s 

algorithm for clustering, and analytical stopping rules, we discover subgroups over the 

various windows. Principal component analysis is then used to interpret data structure and 

clusters found.

We find that the stock return method produces stable group classifications across 

different sample time spans. In our particular sample, the groups found show a clear face 

validity, and as the time span increases from 1 year to 5 years, the group structures become 

clearer and tighter. The stability of groups found has been longitudinally maintained along 

those periods. We also find that the method can detect stable industry-level effects, and 

that such distinctive industry structure extends over the several sample periods. Although 

the method is designed to find substructural patterns in a micro level, it seems possible to 

use it for detecting industry differences in a macro level.

While considering the results of grouping have been derived from objective ‘hard’ 

market returns over 5 year time span, the consistencies of structural grouping from the 

stock return method apparently imply that the stock return data bears the information of 

variance on critical attributes of firms and niches including industries. That is, stock 

returns seem to reflect variance on any reasonably relevant attribute, as long as there is 

change in the attribute that is noticed by security observers.

Finally, we can draw several conclusions from this study. First, the stock return 

method can effectively identify industry subgroups as maintained in chapter 2. The 

findings show that the groups found provide clear face validity (Table 3.3, 3.4 and Exhibit

3.2). The evidences confirm that industry substructure can be reliably and validly
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separated, and that substructure stability has been longitudinally maintained across different 

sampling times of stock returns. Although it is originally designed to detect industry 

substructure in a micro context, the method may be used for identifying industry structure 

in a macro context. Second, the identified group structure is not artifactual. The 

historically consistent results from our method using ‘hard’ market-equilibrium data render 

a high level of validity on our finding. Our finding clearly moves onto higher ground 

relative to the many prior studies reviewed by McGee and Thomas (1986). Third, the 

findings are objective because the sample data used are ‘hard’ data, and the stock return 

method has no subjective decisions buried within it (including clustering methods). 

Finally, this method uses one data source which is easy to access and less costly to acquire.

In our sample firms, the stock return method worked under both micro and macro 

levels. The three industry groups found obviously reflect their own industries, and the 

subgroups found are stable and meaningful. Besides objective and replicable results, there 

are many other advantages to the stock return method, including: the data are readily 

available and easily accessible; data collection problems, and arbitrary or subjective choices 

can be avoided; the stock returns reflect broad tendencies in firm and niche attributes; 

longitudinal studies are easily feasible, and so forth.

Although several significant limitations of chapter 2 are resolved in this chapter (3), 

there still remain some limitations:

1. Effect of industry dynamics. Once the longitudinal structural changes within an industry are 

analyzed, and the stable structural time periods are found (SSTPs), then analysis o f strategically 

similar groups becomes much more meaningful (Fiegenbaum and Thomas, 1990: 198). This 

chapter is limited to a static analysis without investigating longitudinal changes and SSTPs.

2. No R statistic. We would have strongly preferred to use Johnson’s (1994) method, based on
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Friedman and Rafsky’s R, but stock returns call for the product-moment resemblance coefficient 

and the R coefficient has only been tested for difference coefficients. Our use o f the historically- 

observed consistencies o f  results is a somewhat oblique approach to testing for statistical 

significance.

3. Local optima. Clustering methods run the risk o f producing locally optimized clusters rather than 

globally optimized ones. Since no clustering package available to us uses a randomized 

initialization procedure, we can not avoid the local optimization possibility. This could lead to 

more overlap among the groups than is actually true for the data.

While recognizing limitations, we believe that further development of the stock 

return method will be meaningful and rewarding. There are at least three possible avenues 

for future research. First is to develop theories which best explain the causes for structural 

differentiation among firms. That is, what aspects of firm behavior are dependent on, or 

determine industry structure? Is industry structure largely a function of niche attributes or 

firm attributes? Or, are the two inseparable? Second is to examine the effects of structural 

differentiation among firms: the relationship between groups and groups’ performance 

levels, as well as among group members and their individual performance levels. A 

recognized difficulty in pursuing these issues has been finding a firm-specific risk-adjusted 

profitability measure; to date, the standard deviation of return on sales or return on assets 

has been used to measure risk (Cool and Schendel, 1988; Cool, Dierickx, and Jemison, 

1989). Elimination of market-evaluated financial risk from profitability could provide 

better insights into these issues. Third is to develop a clustering method. There are a 

variety of cluster method technicalities that need further research in the applied setting of 

organizations. Which resemblance coefficients should be used? Which cluster algorithms 

should be used? What statistical approach should be taken? What kinds of non-stock 

return characters should be used to test the validity of the stock return groupings? What 

other methods of assuring face validity of the clusters are possible?
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Although primitive, this study promises the possibility of the stock return method 

as an alternative classification method to the SIC based methods. Although the SIC code 

has been the main approach to grouping firms, as noticed in this chapter, a blind use of the 

SIC code may cause misleading results. If this method can provide better groupings than 

the SIC code, it would generally boost the quality of research on strategy and intra-industry 

studies because homogeneous grouping is critical to high quality results (McKelvey, 

1982).
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Chapter 4

On the Dynamic Stock Return Method to 

Analyzing Longitudinal Airline Industry 

Substructure

4.1 Introduction

The potential importance of strategic group analysis as an analytical construct for 

theory-building has long been recognized, and several empirical methods which analyze 

longitudinal structural dynamics in an industry have been proposed in the field (Caves and 

Porter, 1977; Hatten and Hatten, 1987; Cool and Schendel, 1987, 1988; Fiegenbaum, 

Sudharshan, and Thomas, 1987; Fiegenbaum and Thomas, 1990; Bogner, Mahoney, and 

Thomas, 1993; Cho and McKelvey, 1996). Cool’s (1985) attempt to identify structural 

changes over time in the pharmaceutical industry has been followed by many others who 

have further developed these methods (For example, Cool and Schendel (1987), 

Fiegenbaum, Sudharshan, and Thomas (1987), and Fiegenbaum and Thomas (1990)). 

Their methods are based on specifying crucial strategic dimensions at a certain point of 

time, and based on the chosen variables along the strategic dimensions at that time, the 

longitudinal structural changes are analyzed.
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As insightful as their methods are, these methods suffer from some limitations 

including the arbitrary and subjective choices of critical strategic dimensions and variables 

which may not induce objective and replicable groupings. Although in previous chapters, 

the arbitrary choice of variables has been justified through strong results of F-tests, the 

results are questionable since we know that the F-tests are statistical artifacts (Barney and 

Hoskisson, 1990; Johnson, 1995; Cho and McKelvey, 1996). Because clustering 

methods themselves produce groups so that the between-variance is statistically larger than 

within-variance, the statistical significance between groups using variants of the F-tests 

cannot assure that in fact there are groups in a data. In addition, it is implicitly assumed 

that the chosen strategic dimensions are critical all the time. But, it is more likely that the 

characteristics of the competitive environment change over time, and the chosen strategic 

variables at one time may not be as critical in subsequent time periods. Furthermore, a 

fragmental choice of some strategies does not necessarily span a firm's structure (Diericks 

and Cool, 1989), resulting in possibly incomplete and misleading outcomes.

In this chapter, the stock return method is further developed to analyze longitudinal 

structural dynamics. There are two motivations for this chapter. First is to fulfill the need 

to develop an objective and replicable method of analyzing longitudinal changes in an 

industry substructure. Partly because it determines subgroups based on the more objective 

market-driven stock returns rather than on arbitrary strategic variables, and partly because 

critical factors determining subgroups are identified by efficient capital market, the stock 

return method can produce objective grouping solution over multiple time periods. Second 

is to enhance the validity of the stock return method by applying this method over a longer 

time period. If this method can identify reliably and validly separated industry substructure 

over a short time period (i.e. 1 year time span), the stock return method should also be able 

to produce longitudinally stable groups over a longer period (i.e. 15 year time span). Since
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the groups are derived consistently across different time spans without the researcher’s 

subjective choice of methods or variables, results which confirm the industry’s historical 

progress (based on actual facts) over a long time span will ensure a high level of validity 

for using the stock return method.

In this study, we apply the stock return method to the airline industry over the 

period from 1979 to 1992 in order to detect longitudinal changes in its substructure from 

the industry's deregulation in 1978. In our particular sample, the results confirm the 

industry’s historical progress and the stability of results along the long-term period. 

Although not perfectly related to the longitudinal dynamics of groups, accounting data such 

as market share or productivity support our findings. From the longitudinal analysis of 

relative closeness, the leading firms like American, United, Delta, and Northwest show the 

highest grand correlation coefficients, meaning that their stock movements are very close 

together over a longer time period. On the other hand, the stock returns of niche-specific 

firms like Hawaiian and Aloha have moved closely together among themselves, but their 

stock returns have not moved closely with the leading firms. These findings suggest that 

the stock return method is an effective method to identifying industry substructure even 

over a longer time span.

The remaining sections are presented as follows: Section 4.2 reviews theoretical and 

empirical background. Section 4.3 describes the sample data and outlines the method. 

Results are discussed in section 4.4. Discussions and conclusions are presented in section 

4.5.
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4.2 Theoretical Background

Since 1985, many empirical methods have been developed in identifying industry 

subgroups over muidpie stabie strategic time periods (SSTPs)26 (Cool; i985, Cooi and 

Schendel; 1987, Fiegenbaum, Sudharshan, and Thomas; 1987, and Fiegenbaum and 

Thomas; 1990). In identifying subgroups, the following five steps have been taken 

utilizing the characteristics of the competitive environment or strategic space 27 as the source 

for grouping.

The first step concerns the choice of the overall time period for the research study. 

The time period is normally determined based upon the selection of the industry and the 

purpose of the study. Step 2 involves the researcher’s decision to examine corporate-, 

business-, or functional-level strategies and to assess which dimensions (components) best 

describe those strategies. (Cool and Schendel’s argument that scope and resource 

deployment decisions reflect major strategic decisions has generally been followed). The 

third step involves identifying the variables which best capture the firm’s scope and 

resource deployment decisions in the competitive context under study. Step 4 involves 

analyzing the stability of the variance-covariance matrix of the strategic variables in adjacent 

time periods and identifying SSTPs based upon the variables chosen in step 3. (The 

rationale is that when firms alter their commitments among the strategic variables, the 

covariance between these variables should reflect this strategic repositioning). In the final

26 SSTP is defined as time periods o f homogeneity with regard to competitive strategic behavior.

27 Three dimensions, namely, the levels o f organizational strategy (e.g. corporate, business and 
functional), the components o f strategic dimensions (e.g. scope, resource deployment, etc. (Hofer and 
Schendel, 1978)), and the time period define the broad characteristics of the strategic space (Fiegenbaum and
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step 5, firms are clustered into groups once SSTPs have been identified.

Although these identified methods are insightful, there are some key limitations. 

First, as mentioned in section 4.1, the likelihood of providing objective and replicable 

grouping is questionable with the arbitrary selection method of determining critical strategic 

variables. In previous chapters, the arbitrary choice of variables are justified because of 

strong results from F-tests. However, we know that the F-tests are statistical artifacts 

(Barney and Hoskisson, 1990; Johnson, 1995; Cho and McKelvey, 1996): the clustering 

methods themselves produce groups so that the between-variance is statistically larger than 

within-variance in terms of the arbitrarily chosen variables, thus weakening the support for 

the strong results from the F-tests.

The second limitation is the failure to incorporate longitudinal shifts in essential 

sources of competitive advantages. The longitudinal structural changes (i.e. at time t+A) 

are analyzed assuming that the chosen variables at time t continuously play the most critical 

roles over the subsequent time periods. However, it is more likely that the characteristics 

of the competitive environment or strategic space change over time, and the chosen 

strategic variables at time t may not be as critical in subsequent time periods. Furthermore, 

a fragmental choice of some strategies do not necessarily span a firm's structure (Diericks 

and Cool, 1989), resulting in possibly incomplete and misleading outcomes.

In the stock return method, these limitations can be overcome, producing objective 

and replicable results. Because the critical factors determining industry substructure (i.e. 

harvesting capabilities and resource pool) are defined and reflected in the movements of

Thomas, 1990: 197).
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market-driven security returns, this method can detect market-equilibrium critical factors. 

Thus, if there are longitudinal shifts in critical factors, these effects will be reflected in the 

stock returns through efficient capital market mechanisms. Furthermore, subgroups are not 

based on arbitrary strategic variables. As chapter 2 and 3 suggest, in the static context, 

industry subgroups found by the method have clear face validity and are statistically 

significantly different in terms of exogenous variables. Since the dynamic stock return 

method is based upon the static approach, we will discuss the static method briefly.

4.2.1 The Static Approach

The theoretical basis of the stock return method is niche perturbation hypothesis 

(Cho and McKelvey, 1996). In this framework, industry substructure is determined by 

characteristics of the resource pool28 commensurate with the niche29 as well as competitors 

of resource in the pool. Given the resource pool and competitors in place in a niche, firms 

who possess essential competencies (harvesting capabilities that are crucial to its survival

^ I n  population ecology, environmental resources are generally defined as revenues, i.e., cash or 
kind, available in a niche, and they can be harvested by organizations depending upon their harvesting 
capabilities and competition structure within niche.

29 Niche is defined as follows (Mosakowski and McKelvey ,1996): First, a niche is the "sum total 
of the adaptations of an organic unit" (Pianka, 1978: 238). A niche not only includes part o f an 
organization's environment, but is also defined in part by the competencies the organization has available 
for harvesting the niche. Second, an occupying organization seldom, if  ever, captures the full resource 
potential o f  a niche (because o f incapabilities o r competitors) (Hutchinson, 1957), meaning that further 
refining o f  its competency for harvesting is always possible. Third, it follows from this that while elements 
of an organization's niche are subject to manipulation as it develops relevant competencies, aspects o f the 
broader environment, for all practical purpose, are not (McKelvey, 1982:109). Fourth, the resource pool of 
a niche—generally defined as revenue both available and within an entity's competence for harvesting—is 
subject to change by events other than the behavior o f its inhabitants, such as changing economic, 
technological, political and social elements. Fifth, resource pools co-evolve with the emergence of 
organizational forms suited for harvesting the resource. Finally, each niche contains other competitors who 
have also evolved along with the target firm and are able to compete more or less effectively for the
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within a niche) can only draw revenues competitively from market against competitors 

(Aldrich, 1979; McKelvey, 1982, 1994; Hannan and Freeman, 1989; Mosakowski and 

McKelvey, 1996). Then, in equilibrium30, efficiently surviving firms in a niche will have 

similar survival capabilities (competition groups) and any perturbations from inside and 

outside niche will similarly affect the harvesting potential and capabilities of firms in the 

group.

The key assumption in the stock return method is the efficient market hypothesis— 

observed security prices reflect “fully, correctly, and instantaneously” all the publicly 

available information (Fama, 1976; LeRoy, 1989; Fama and French, 1992). Any external 

niche shocks and resultant internal competitive impacts among niche resident firms will be 

"efficiently" reflected in their security prices via fierce market competition for arbitrage 

profit. Under this hypothesis, stock prices, and therefore stock returns31 are accurate 

reflections of all available relevant information in the sense that self-interested rational 

arbitrageurs, recognizing that prices are out of equilibrium line, make a profit by buying or 

selling stocks, thereby driving prices back to equilibrium values consistent with available 

information (Ross, 1987; Huang and Litzenberger, 1988; LeRoy, 1989). Therefore, a 

change of stock returns of firms competing in a particular niche reflects a reequilibration of

resources.

30 The crucial assumption is the fundamental interdependency between the nature o f firms and the 
nature o f niche resources available for harvesting (McKelvey, 1982; Nelson, 1994; Cho and McKelvey, 
1996).

31 We follow standard finance research practice in using “stock returns” rather than stock prices. 
Stock returns are derived from stock prices by taking into account dividend payments and stock splits (see 
Section 4.3.3.1 for detail).
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the capital market’s valuation of the underlying assets of firms in the niche32. Furthermore, 

changes in security returns due to a niche perturbation represent a market equilibrium 

valuation on the impact on the underlying firm (Lucas, 1978; Huang and Litzenberger, 

1988).

The stock return method presumes that any niche perturbation will cause a spot- 

response in the stock returns (spot rates) of the resident competition group. Any actual or 

generally perceived or expected perturbation to the resource gradient (e. g. political, 

economic, environmental, technological, market, etc.) or niche competitor changes (e.g. a 

competing firm fails, or gains increased market share) will affect the harvesting potential 

and capabilities of firms in the group, and thus the value of firms in the resident 

competition group will change accordingly. Then, under the efficient market hypothesis, 

the change in the value of firms resulting from niche perturbations will be reflected 

concurrently in their stock returns. Therefore, if there exist industry- or group- common 

variations derived from niche disturbances, such common variations may induce different 

spot-responses in stock returns (spot rates) across industries or groups within an industry. 

In order to capture industry- and group-common variations, systematic (market) variance is 

eliminated from the total variance. Once the systematic risk is removed, the variance of 

residuals may represent individual risk as well as industry and/or group membership risk. 

Residual variations after eliminating market variation from total variation are as follows (see 

equation (2) and (2’) in section 4.3.3.1):

32 An interesting point made by Jaewoo lee is that the stock return method may not require a very 
stringent standard of market efficiency. Thus we do not need to be assured o f instant reequilibration, only 
that attempts in this direction, in response to niche perturbations, produce niche related common variance.
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Residual Variations = Total Variations - Market Variations, or

= Industry Variation + Group Variations + Error Term

By definition, the error term is random. If residuals of stock returns show 

significant common variations over time, we can infer that variations from industry- 

and/or group-common disturbances do exist. Without industry- and/or group-common 

variations, by definition, residual variations should be random, and common variations 

should not be identifiable systematically and persistently over time.

Although it appears that the stock return method uses a performance measure (stock 

return) as a clustering character, this is not really the case. The stock return method is 

concerned with group-level common variance resulting from niche perturbation, not the 

performance of individual firms. Group-level common instantaneous response of stock 

returns does not reflect individual firm’s performance, but rather the niche perturbance. In 

an efficient capital market, the stock return response of group members will be 

instantaneously similar, given a niche disturbance, but their longer term performance will 

not be necessarily similar. The performance measures are not used to detect clusters—only 

to show common variance in group returns.

In addition, assuming that an incremental change in stock price is a market 

equilibrium valuation of the impact of disturbances on the underlying firm (efficient market 

hypothesis), theoretically speaking, the fact that there exist common stock return 

comovements guarantees that there have been a sufficient number of group-common 

shocks in the environment, and that those shocks have been significant. Therefore, the 

stock return method does not require checking, a priori, whether there have been 

significant numbers in group-common shocks and corresponding impacts.
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4.2.2 The Dynamic Approach

The dynamic stock return method proposes that the persistent structural 

differentiation among firms over multiple stable structural time periods33 induces different 

spot-responses on stock returns (spot rates) over time. As shown in Exhibit 4.1, because 

of the fundamental interdependency between the nature of firms and the nature of niche 

resources available for harvesting, each changes as the other changes (McKelvey, 1982; 

Nelson, 1994; Cho and McKelvey, 1996). If there are substantial changes in their niche 

and/ or niche competitors (significant shift of SSTP), the essential competencies crucial to 

survival may change accordingly. Firms will survive if they are successful in respecifying 

their harvesting capabilities against competitors. Others will die out (Aldrich, 1979; 

McKelvey, 1982,1994; Hannan and Freeman, 1989; Mosakowski and McKelvey, 1996). 

Then, in equilibrium, efficiently surviving firms in the new niche, say at time t+1, will 

have similar survival capabilities34, and their survival capabilities will be different from 

those in the previous niche, say at time t. Exhibit 4.1 represents longitudinal changes in 

niche and niche competitors across different time horizons.

If so, under the efficient market hypothesis, the effects from niche perturbations on 

the stock returns of firms in a competition group will be similar as long as the niche 

attributes are stable (SSTPs). The stock returns of firms that are competing in a different 

SSTP, say time t+1, may respond differently from those in other SSTPs, say time t;

33 Since our framework concerns with niche-specific structural characteristics, the term of stable 
structural time period is used instead of stable strategic time period

34 See Cho and McKelvey (1996) for detailed discussion on the concept o f resource partitioning, 
niche separation, and coevolutionary niche theory.
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however, the stock returns of firms in a competition group will be similar within the same 

SSTP. Then, the niche-specific effects across different SSTPs can be isolated from the 

variation of stock return residuals by eliminating systematic and industry variation. This 

common niche-specific variation is the source for identifying longitudinal change of groups 

within an industry.

In addition to the method’s objectivity, there are other advantages as follows: First, 

stock return data are readily available and easily accessible. Second, this method does not 

require operationalization of hard-to-quantify concepts such as assets and skills which 

determine structural differences. Third, since stock return data are well documented over 

time, it is feasible to do a longitudinal analysis. Fourth, measurement error problems 

associated with accounting data are resolved35.

The major limitation of the method is that firms diversified across industries would 

not be appropriate for clustering. If a firm is involved in multiple businesses across 

industries, the effect from outside niche disturbances will be an aggregated one, and will 

obscure the effect a specific group perturbance has on individual SBU of interest. In order 

to empirically identify industry subgroups, nonaggregate group common effects should be 

identified, not aggregate effects. However, many important industries are basically 

composed of single-industry firms. For example, steel, oil, aluminum, public utilities, 

airlines, office equipment, and banking industries are composed primarily (but not 

exclusively) of firms heavily committed to that one industry (Ryan and Wittink, 1985).

35 Fisher and McGowan (1983) argue that accounting information may not be consistent from firm 
to firm or group to group, and that accounting rates o f  return, even if properly and consistently measured, 
provide almost no information about economic performance.
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Based upon the findings in chapter 2 and 3, and our motivation to improve 

objectivity and replicability in longitudinal analysis, the dynamic stock return method has 

been applied to the airline industry over the period from 1979 to 1992. Chapter 4 detects 

the resulting longitudinal changes in the airline industry substructure from the industry's 

deregulation in 1978. To check the stock return method's validity, the locus of identified 

industry substructure over time is referenced to the industry's historical evolution process. 

The group dynamics found are further referenced to the accounting data such as revenue, 

net income, and productivity. Finally, relative movement of a couple of designated firms to 

other competing firms are analyzed over the period from 1979-1992.

While developing the method in the dynamic context, we also make sure that the 

grouping results are not artifactual. As discussed in our previous chapters, by minimizing 

within-group variance and maximizing between-group variance, the cluster algorithm by 

itself produces clusters regardless of whether there is structure in the data or not. Because 

all variants of F test base their tests on minimized within variance and maximized between 

variance, statistical significance tests based on the cluster/F test approach have made a Type 

I error. For this reason, many researchers to date have falsely concluded that artifactual 

groupings are statistically significant. In an effort to overcome these artifactual and Type I 

error problems, in this chapter, the airline industry is deliberately chosen for its relative 

familiarity to the average reader (unlike electronics firms in chapter 2), and the grouping 

results are referenced to their actual reality (face validity). In addition, we check the 

historical consistency of grouping structure over time. If the groups found are artifactual, it 

is very unlikely to observe historical consistency, especially considering that the stock 

returns are ‘hard’ data and no subjective manipulations have been made in grouping. In the 

following section, the sample and analytical method are presented.
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4.3  Method

43.1 Sample: Airline Industry

30 firms in the airline industry are used for classification in this study (See Table 

4.1). The sample firms represent all the firms with SIC designation of 4511 or 4512 

during the period between 1979 to 1992. The 30 firms are highly specialized in the airline 

business partly because of legal constraints. The sample firms are listed in the New York 

or American Stock Exchanges and have complete stock returns of one year or 50 weeks 

over the sample period from 1979 to 1992 in the University of Chicago's Center for 

Research in Security Prices (CRSP) data tapes. The sample period of this study includes 

171-month periods (1979- 1992) after the signing of the Airline Deregulation Act in 

October 1978 when business environment became increasingly less regulated.

With gradual deregulation of the domestic US air transportation beginning in 1978, 

and the reduced involvement of the Civil Aeronautics Board in the industry, airlines 

adopted quite different growth strategies and adjusted their structures according to the new 

environment. Thus, we expect to observe industrywide structural changes due to 

environmental changes in the years following the deregulation decision. For example, 

United Airlines extended its route structure to nationwide resulting in significant changes in 

its route structure by mid-1979 (Business Week, 1980). In 1978, Alaska Airlines served 

only 10 Alaskan cities and Seattle, but shortly after the Deregulation, Alaska extended 

operations into California.

The first half of 1980s can be described as a period of dense competition. Firms in 

the industry explore various possibilities for survival in face of fierce competition and 

uncertainty. While new firms entered into the industry seeking for niches (i.e.
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geographical), existing firms (incumbents) tried to outperform though creative services and 

products. However, the successfully invented services and products were easily replicated 

by major competitors. An example may be the frequent fliers’ mileage program launched 

first by American Airlines in 1981. In the same year, United counters with its own 

program, followed by TWA, Delta, Northwest, and Continental. During the second half of 

the 1980s, there were a significant number of mergers and acquisitions in the airline 

industry. In 1986, the acquisition activities were especially significant (see Table 4.5 or 

section 4.4.1). It can be referred as a period of consolidation (k-type) from diversified 

variation (r-type) during the first half of 1980s.

The industry has a history of unusually wide variability of the individual firms 

(Fruhan, 1972), and this wide variability continues to this date. This may suggest great 

heterogeneity in terms of market environment and business strategies, and perhaps the 

presence of several quite different strategic groups or niches within the industry. In many 

ways, the substructure of the airline industry is difficult to discern. There are no obvious 

industry subgroups other than the dichotomy between the large trunk airlines and the 

smaller regional airlines to which analysts sometimes refer (Forbes, 1981). Different 

geographic markets are growing at quite different rates, and all companies tend to have 

strength in only a limited number of geographic markets. No two airlines have strength in 

identical geographic segments. Thus, uncovering industry substructure in the air 

transportation industry is likely to be a challenging task. Considering these difficulties, if it 

works well here, the method may also work in other industries.

4.3.2 Variables

For each company in the sample, a complete set of 50,100,150, 250 weekly stock 

returns in the sample period from 1979 to 1992 are prepared for study. For raw data,
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weekly returns are used rather than daily returns because weekly returns neutralize 

erroneous shocks. The variables used in the method are between-firm correlation 

coefficients of stock return residuals. Specifically, weekly stock return residuals (after 

eliminating systematic and industry risk) are correlated between the sample firms each 

week in each year. The variables capture magnitudes and directions of instantaneous stock 

return movements reflecting disturbances over each sample year.

4JJ  Analytical Method

In the following subsection, the analytical design of this chapter is detailed. The 

first phase is to obtain group identification via the stock return method. Residuals from 

security returns are obtained using market model across different time windows and then 

are manipulated so that meaningful dissimilarity matrices over time can be obtained. 

Summary statistics for comovement between-firm correlation coefficient are calculated by 

correlating residuals among firms. Then, firms are clustered via Ward’s clustering method 

and stopping rules. The second phase is to check the resulting groups’ validity by 

referencing the results to the industry’s historical progress and accounting data. 

Furthermore, the longitudinal movement of other firms are examined relative to a couple of 

designated firms in the industry over the time period of 1979 through 1992. Since 

American Airlines and Alaska Airlines are distinguishable from the stand point of face 

validity, these two cases will be examined. A grand summary statistic is developed which 

summarizes stock movements between a firm and a designated firm (i.e. American) over 

the period of 1979 through 1992 or 15 years. A grand summary statistic is an average of 

coefficients measuring closeness of stock return movements over 50 weeks or one year.
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Identifying Subgroups

4 .3 .3 .1  Eliminating Systematic Movements

The systematic movements related to changes in the market index are eliminated 

from total security returns. The value-weighted market index from the NYAM is used for 

the market measure of the market movement that is common to all securities traded on 

exchange. The separation of market portfolio variation is done using the market model:

r/,T =  a i + b , rM,T + e/,T ( ! )

where:

r, T = weekly stock return for stock i on week T 

or

= (r/,r+/+l) x (r/>/+2+ l) x ((r,if+J+ l ) ) x ((r/f+4+ l ) ) x ((r/>f+J+l) +1) -1 , 

t = 5(T-1), where T = 1,2,3,...,50 

i i t = daily stock return adjusted for stock split and dividend payment 

for stock i on day t 

or

= { P*i,r - P V / + d« , r} / PV/

p* /f = p i t x Si<t, S ,̂ = coefficient for stock split adjustment

rM,T = weekly return on market portfolio (value weighted) at week T

a,-, b, = coefficients in the model for stock i

p f-, = the price of security i on day t
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d ,i  = the dividend, if any, paid on day t for security i

e^T = disturbance in the model for security i  at week T

- this is normally distributed with mean 0 and variance q2- 

i.e., e tT -  N [0, q 2,].

This regression model estimates an intercept term (a,) and the comovement (b,) of 

individual security returns with the movement of the market index. Any variation due to 

factors not presented in the market portfolio will be captured in the disturbance term ei>T.

The residuals from the market model regression are traditionally interpreted as 

abnormal returns — the securities returns in excess of expected returns, or

ARi T = r,T - { a, + b, rM T } (2)

The residuals or weekly abnormal returns (WARs) reflect firm-specific variation 

including subgroup common variances, if any, and a noise term, and are 'free' of total 

market movement. When there exists significant niche perturbance resulting from mobility 

barriers, the residuals will reflect such group common variances or

ARiT = Ct/,T + + elX (2)'

where:

a/,T = firm-specific factor for firm i at time T

|3g T = group-specific factor for group g at time T

elVr = disturbance in the model for security i at time T
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- this is normally distributed with mean 0 and variance q'2 

i.e„ e ,T -  N [0, q'2,].

4 .3 .3 .2  Resemblance Coefficient

The residuals from the market model are used to cluster groups in such a way that 

firms with similar directions and magnitudes of residual changes over the time span of 

sample data are grouped together. Specifically, the WARs of each firm from the regression 

analysis are correspondingly correlated with those of another firm, and the correlation 

coefficient matrix between firms is used for a measure of directions and magnitudes of 

residual changes. Thus, the between-firm correlation coefficient or rij is a statistic which 

summarizes the closeness of abnormal return movements between firm i and firm j over the 

chosen sample time span. For example, if the abnormal returns of firm i and firm j move in 

the same direction and magnitude over the sample windows, the between-firm correlation 

coefficient will be 1 ( Note that the between-firm correlation coefficient ranges from -1 to 

1). Because the directions and magnitudes of spontaneous changes in stock returns per 

week are the basis for clusters, the between-firm correlation coefficient is a more effective 

statistic than others such as the Euclidean distance measure. This measure captures 

absolute distance between residuals changes, but cannot show their direction. In the stock 

return method, both direction and magnitude are considered.

The between-firm correlation coefficient is linearly transformed into a range of 0 to 

2 without losing their ranking relationship. The linear transformation function is:

L(x) = -1 * ( x - 1 )  (3)
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where, x = between-firm correlation coefficient (-1  =< x =< 1)

The Tjj of 1, which means perfectly correlated movements of WARs between firm i 

and firm j over the sample window, is transformed to 0; and the r5j- of -1. which means 

perfectly negatively correlated movements of WARs, is transformed to 2. Since this linear 

transformation is a one-to-one mapping, there is no information loss regarding the 

closeness of stock movements. The transformed between-firm correlation coefficient 

matrix becomes input distance data for cluster analysis.

4 .3 .3 .3  Clustering Algorithm

The Ward's (1963) minimum variance method is used for classifying the sample 

firms into the groups so that the stock returns of a group comove significantly over the 

chosen sample window (say, 1-year, 2-year, 3-year, and 5-year windows). Technically 

speaking, the method clusters the firms whose distances of transformed between-firm 

correlation coefficients are closer to the same group. In the Ward method, the distance 

between two clusters is the ANOVA sum of squares between two clusters added up over all 

the variables. At each generation, the within-cluster sum of squares is minimized over all 

partitions obtainable by merging two clusters from the previous generation. The Ward 

method is chosen because it outperforms other algorithms in every respect, except for the 

outlier problem, including the centroid method (Kuiper and Fisher, 1975; Blashfield, 1976; 

Mojena, 1977; Milligan, 1980).

4 .3 .3 .4  Stopping Rules

Pseudo F statistic (Calinski and Harabasz, 1974) and Pseudo T2 statistic (Duda and
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Hart, 1973) are used for determining the number of clusters36. Pseudo F statistic (Calinski 

and Harabasz, 1974) is computed as [trace B/(A:-l)]/[trace W/(/i-&)] where n and k  are the 

total number of samples and the number of clusters in the solution, respectively. The B and 

W terms are the between and pooled within cluster sum of squares and cross products 

matrices. Plainly speaking, Pseudo F is a sufficient statistic which can test a null 

hypothesis that k  clusters are not statistically nor significantly different. Duda and Hart

(1973) propose Pseudo T2 statistic or 7e(2)//e( l)  where / e(2) is the sum of squared errors 

within cluster when the data is partitioned into two clusters, and J e(l) is the squared errors

when only one cluster is present. Therefore, smaller Pseudo T2 statistic represents that two 

partitions explain better than one cluster.

Analysis for Validity

4 .3 .3 .5  Referencing to the Industry’s Historical Progress

Once groupings are obtained across different sample windows over the period of 

1979 to 1992, they are investigated whether substructure dynamics found make sense from 

the perspective of actual industry progress. In order to observe incremental structural 

changes, groups under 50 week window are compared with those under 100,150, and 250 

week windows sharing the same base year (Table 4.2). Since 1986 is the beginning of 

mergers and acquisitions in the industry after the deregulation in 1978, the base years are 

selected accordingly. In addition, groups under the 150 week window are further prepared

36 In an evaluation of 30 stopping rules which have appeared in the clustering literature, Milligan 
and Cooper (1985) conclude that the Calinski and Harabasz index (Pseudo F statistic) is most effective, and 
the Duda and Hart statistic (Pseudo T2 statistic) is second most effective.
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in order to detect more subtle structural change by sharing the same two years like moving 

average in time series analysis (Table 4.4). For example, groupings in 1979 through 1981 

are compared with those in 1980 through 1982 (sharing overlapping years of 1980 and 

1981). The group dynamics found are further referenced to the accounting data such as 

revenue, net income, and productivity. Finally, we analyze longitudinal movement of other 

firms relative to a couple of designated firms in the industry over time. We develop a grand 

summary statistic which summarizes stock movements between a firm and a designated 

firm (i.e. American) over the period of 1979 through 1992 or 15 years. A grand summary 

statistic is an average of coefficients measuring closeness of stock return movements over 

50 weeks or one year.

As emphasized in the previous chapters (Cool (1985) and Fiegenbaum and Thomas 

(1990)), the assessment of SSTPs is made complex both by temporal changes in 

competitive behaviors along the strategic dimensions and by changes in the 

interrelationships among the strategic dimensions. In our exploratory study, we determine 

an SSTP by comparing pooled and unpooled clustering results over 1 year, 2 years, 3 

years, and 5 years. If the grouping structure of 1-year window, say, 1979 (unpooled) is 

not similar with that of 2-year window, say, 1979-1980 (pooled), we use 1979 as an 

SSTP. If they are similar, we combine the data of 1979 and 1980, and further compare 

that of 2-year window, say, 1979-1980 (now, unpooled) and that of 3-year window, say, 

1979-1981 (pooled), and so on. In judging whether pooled and unpooled clustering 

results are similar or not, we use face validity and industry’s historical progress instead of 

statistical criteria such as Bartlett’s test (Green, 1978: 169-171) and Hotelling’s P  test
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(Green, 1978: 166-167)37. Because the airline industry has been very competitive and 

dynamic, especially since its liberalization in 1978, the statistical results may not provide 

in-depth inferences other than the fact that each year’s variance matrices and mean vectors 

are statistically different. Furthermore, the clustering results already contain the 

information on the equivalence of two sets of variance-covariance matrices.

4 .3 .3 .6  Longitudinal Analysis o f Relative Closeness

This section examines longitudinal movement of other firms relative to a couple of 

designated firms in the industry over the time period of 1979 through 1992. We calculate 

annual coefficients which represent summary correlation coefficients between a firm and a 

designated firm over one year. The coefficient can be regarded as a measurement which 

summarizes closeness of stock return movements over 50 weeks or one year. From the 

annual coefficients, we can derive average of 15 year coefficients which can be interpreted 

as grand summary statistic which summarizes stock movements between two firms over 

the period of 1979 through 1992 or 15 years.

4.4 Results

4.4.1 The nature of the clusters

In order to find SSTPs over the periods of 1979 through 1992, the groups are 

identified under 1-year, 2-year, 3-year, and 5-year windows. Table 4.2 describes group 

memberships in the airline industry derived by the stock return method. The first 4

37 Fiegenbaum et al (1987) use Bartlett’s test to test the equivalence of two sets o f variance-
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columns present groupings based on 1979 or 1-year (50 weeks), 1979 to 1980 or 2-year 

(100 weeks), 1979 to 1981 or 3-year (150 weeks), and 1979 to 1983 or 5-year (250 

weeks) sample data. The last 4 columns present groupings based on 1992 or 1-year, 1991 

to 1992 or 2-year, 1990 to 1992 or 3-year, and 1988 to 1992 or 5-year sample data. Note 

that the first 4 columns adds base year plus-one, -two, and -four years to the base year of 

1979 (i.e. 2-year window being 1979 and 1980), while the last adds base year minus-one, 

-two, and -four years to the base year of 1992 (i.e. 2-year window being 1992 and 1991). 

The second 4 columns in the Table 4.2 describe groups under each window in the period of 

1981 through 1985 (the base year being 1985 and adding base year minus-one, -two, and 

-four years), while the third 4 columns describe groups in 1984-88 period (its base year 

being 1984 and adding base year plus-one, -two, and -four years).

The underlying reason for looking into industry subgroups under different 

windows at different points of time is that we are interested in the marginal structural 

changes (by adding one more year) assuming that the industry structure of 1979 (or 1992 

in the last case) is given. If there is no significant structural changes in 1980 in comparison 

with that of 1979, the structure of the 2-year window (i.e. 1979 to 1980) will be more or 

less similar to that of the 1-year window, say 1979. This implies that the 2 year window 

does not stretch into a period of evolutionary instability. Thus, we may conclude that 

industry substructure stays constant over the 2 year period, and the period belongs to the 

same SSTP. Note that up to the point when groups are identified over various sample 

windows, no subjective and arbitrary manipulation of data and variables are made, and the 

same grouping method is used for each sample time period: market driven ‘hard’ stock 

returns have been systematically used to detect subgroups under different windows at the

covariance matrices and Hotelling’s T2 test to test the equivalence o f two sets of mean vectors.
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different points of time.

In the first 4 columns (1979-1983) which represent the post 5-year period since 

1978’s liberalization in the airline industry, the leader group becomes obvious in the 3-year 

and 5-year window. For example, American, United, Delta, Northwest, and TWA belong 

to the leader group in the 3- and 5-year windows in addition to 1- and 2- year windows. 

Some non-market leaders like Frontier, Braniff, and Ozark are grouped to the leader group 

in the 1- and/or 2-year window, but they are not classified as leaders in the 3-year and 5- 

year windows. Other non-market leaders like Tiger, Pedimont, and Southwest Airlines are 

never classified as leaders, and they are unstable across different time windows. During 

the period 1979-1983, the average number of firms in the industry is 16 which is 4 less 

than that of period 1981-1985, but 6 more than that of period 1988-1992.

In the 2nd 4 columns or during the period of 1981 to 1985, even though the term 

becomes longer (or as we expand time frame from 1985 toward industry’s liberalization of 

year 1978), the leader group does not become obvious. Although obvious leading firms 

are not grouped into the leader group, Hawaiian and Aloha are grouped together all the time 

across all windows. In addition, the number of firms competing in the industry has been 

maximized in this period. As shown in Table 4.3 (50 weeks window), between 1980 and 

1985, the average number of firms existing in the industry is 22, and this number is larger 

than any other periods since 1978. In the 150 weeks window, Table 4.4 also shows that 

the 1980-85 period has the highest number of firms.

It may be inferred from these facts that these periods reflect when firms in the 

industry explored various possible ways for survival or success under an increasingly 

competitive and uncertain environment (r-type). As a matter of fact, since the liberalization 

of 1978, more firms have entered into the airline market which once was lucrative but
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restricted. Among the leaders, the competition became more fierce in the fight to maintain 

market share. In addition, the frequent flyer program was introduced in this period. 

American was the first airline to launch the frequent flyer program in 1981, using the 

SABRE system to keep track of mileage. However, this successful program was soon 

replicated by major competitors, and in the same year or 1981, United countered with its 

own program followed by TWA, Delta, Northwest, and Continental.

In the 3rd 4 columns (1984-88) which include a consolidating period of 1986- 

1988, under the 250 week window, the leader group becomes obvious (American, Delta, 

United, US Air, and Northwest) and the number of firms in the industry decreases from 21 

to 12. Under the 50,100, and 150 week windows, the leader group includes some of the 

non-market leaders such as Pedimont and Southwest. In the 4th 4 columns (1988-1992) 

which is a period post to consolidation, overall industry structure stays stable across 

different time span.

Since 1986, mergers and acquisitions have become prevalent in the industry; in 

1986, Continental bought People Express and Frontier Airline, and Delta bought Los 

Angeles based Western Airline; Alaska bought Long Beach-based Jet America Airline and 

Seattle-based Horizon Air Industry; Northwest acquired Republic Airline in 1987; 

American acquired Nashville Eagle Commuter Airline (see Table 4.5). This period can be 

inferred as a consolidating period in which competitors survive through mergers and 

acquisitions of less competitive airlines (k-type). By 1987, the number of firms diminishes 

from 22 to 13 (see Tables 4.3 and 4.4).

Table 4.3 describes groups under the 50 week window over the period of 1978 to 

1992. As mentioned earlier, the number of firms increases to around 22 firms until 1985, 

and stabilizes rapidly to around 10 firms after 1985. Another finding is that the leader
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group becomes obvious and stable after 1985 even in the 1-year window. Some niche- 

specific firms like Alaska, Hawaiian, and Aloha have been consistently grouped together 

from the early 1980s.

Table 4.4 describes groups under the 150 week window over the period of 1979 to 

1992. In order to observe more subtle structural changes, each window shares the same 

two years by deleting the first year and adding one year (i.e. moving average in time series 

analysis). For example, the first column represents groupings from 1979 through 1981, 

and the second is from 1980 through 1982 (sharing overlapping years of 1980 and 1981).

In this table, the number of firms drops sharply from 1984 to 1986 and 1985 to 

1987, and stabilizes rapidly around 10 thereafter. Another finding is that from the 1981- 

1983 window to 1983-1985 which is a r-typed period, some of the non-market leaders are 

classified into the leader group, but are excluded from the leader group after 1986. In the 

first 5 windows (79-81 window through 83-85 window), we can observe that the leader 

group has become more competitive and crowded and that the other non-leaders have 

become unstable. The exception is that strong niche-focused firms such as Aloha and 

Hawaiian are stable. These findings are similar to those found in the 50 week window 

without overlapping years (see Table 4.3).

Table 4.6 shows sales volume over the period from 1984 to 1992 for selected 

firms. In terms of average annual revenue, American ($9,223 MIL) and United possess 

($9,035MIL) the largest market share in the industry followed by Delta ($6,924MIL), 

British ($6,467MIL), and Northwest ($5,477MIL). US Air realizes a middle-to-low 

market share until 1987, but boost its market share to a upper middle level afterwards. 

Comparing the firms in the leader group in the period from 1984-1992 (3rd and 4th 4 

Columns in Table 4.2), American, United, Delta, and Northwest are consistently in the
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same group and in the highest hierarchy within the group. Although British has the 4th 

largest market share, it has not been grouped into the leader group. In the case of 

Southwest, although it possesses small market share ($1,011MIL), it is grouped among the 

leaders, but in the lowest hierarchy within the group. It seems that the stock return method 

counts the sales volume to some degree, but not totally.

Table 4.7 displays net incomes over the period of 1984 to 1992 for selected firms. 

On average, British ($279MIL), American ($137MIL), and Delta ($110MIL) realize the 

largest net income in the industry. Southwest ($53MIL) stays profitable even in the 1990s 

when most domestic firms are not doing well. Although United and Northwest achieve the 

largest market share in revenues, United and Northwest realize average net income (loss) of 

$57 and ($213), respectively. Like other major domestic airlines, they suffered big losses 

since 1990. Comparing the firms in groups in the period of 1988-1992 (4th 4 Columns in 

Table 4.2), British is obviously separated from American and Delta although it achieves 

comparable revenue and net income. On the other hand, United, Northwest, and 

Southwest are grouped together with American and Delta, although in the lowest hierarchy 

within the group.

In order to see productivity in conjunction with net incomes, Table 4.8 presents 

Income as % of sales over the period of 1984 to 1992. Southwest (5.7%) and British 

(4.6%) are the most productive followed by Alaska(2.5%), American (2.4%), and Delta 

(2.3%). Other major domestic firms in the leader group show low to moderate 

productivity or less than 1%. Comparing the firms in groups in the period of 1988-1992 

(4th 4 Columns in Table 4.2), British is grouped together with KLM (2.0%), and is 

separated from Southwest.
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4.4.2 Longitudinal Analysis of Relative closeness

This section examines longitudinal movement of other firms relative to a couple of 

designated Arms in the industry over the time period of 1979 through 1992. Since 

American Airlines and Alaska Airlines are distinguishable horn the stand point of face 

validity, we will examine their cases.

Table 4.9 presents longitudinal movements of other firms from the perspective of 

American Airlines. The coefficients in the table or points in the graph represent summary 

correlation coefficients between a firm and American Airlines over that year. For example, 

0.0887 in the first cell of the table represents the average correlation coefficient of stock 

returns between American Airlines and Alaska Airlines for the 50 week period in 1979. 

The coefficient can be regarded as a measurement which summarizes closeness of stock 

return movements over 50 weeks or one year. The last column in the table represents 

average of 15 year coefficients. It can be interpreted as grand summary statistic which 

summarizes stock movements between a firm and American Airlines over the period of 

1979 through 1992 or 15 years.

From the perspective of American Airlines as shown in Table 4.9, there are three 

firms, namely Delta, United, and Northwest, whose grand correlation coefficients are 

greater than .5, namely .5789, .5659 and .5107, respectively. Considering that the 

coefficient is a summary statistic over the 15 years, their stock returns have comoved very 

tightly over the 15 year- period. On the other hand, British Airways and KLM have grand 

correlation coefficients of .0327 and .1784, respectively. While their sales volumes (see 

Table 4.6) and net incomes (Table 4.7) are near the group of American, Delta, and United, 

nonetheless, the two airlines are clearly distinguishable from large trunk airlines. 

Furthermore, American Airlines easily differentiates itself from small regional airlines such
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as Alaska (grand coefficient of .2135), Aloha (.1111), and Hawaiian (.0632).

Table 4.10 presents longitudinal movements of other firms from the perspective of 

Hawaiian Airlines over the period from 1980 through 1986 (stock return data for the airline 

is not available for other years). As shown in Table 4.10, Aloha Airlines has the highest 

grand correlation coefficients of .2827, and the average of grand correlation coefficients of 

.0803 is much lower than that in American Airlines case of .3087 (see Table 4.9). This 

fact may imply that Hawaiian Airlines is a niche-specific or -pursuing airline, and that as 

judged by those buying and selling its stock, is affected by rather idiosyncratic 

environmental factors.

4.5 Discussion and Conclusion

The findings from chapter 2 and 3 demonstrate that the stock return method is an 

effective method to identifying industry substructure. It is shown that groups found 

provide clear face validity and statistical validity, and the results are objective and 

replicable. In this chapter, the stock return method is further developed to analyze 

longitudinal structural dynamics. The stock return method is extended from a static view to 

a dynamic one enabling analysis of longitudinal changes of industry substructure. The 

dynamic approach is applied to the airline industry over the period of 1979 to 1992, and the 

results are referenced with the industry’s historical progress and accounting sales and 

income data. Furthermore, relative closeness of stock movements between two firms is 

analyzed over the time period.

There are two motivations for this chapter. First is to enhance the validity of the 

stock return method by applying the method in a longer time period. If this method can 

effectively identify reliably and validly separated industry substructure, the stock return
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method should be able to produce longitudinally stable groups over time which can confirm 

industry’s historical progress (i.e. 15 year time span). Since groups are derived 

objectively and are replicable without the researcher’s subjective choice of methods or 

variables, results which confirm industry’s historical progress (based on actual facts) over 

a long time span ensure a high level of validity for the stock return method. Second is to 

fulfill the need to develop an objective and replicable method to analyze longitudinal 

changes in industry substructure. Since the stock return method determines subgroups 

based on more objective and replicable market-driven equilibrium stock returns rather than 

on arbitrarily chosen strategic dimensions by researchers, the stock return method is worth 

further development.

We find that the stock return method can be an effective instrument to analyzing 

longitudinal structural dynamics. In our particular sample, the results confirm the 

industry’s historical progress. During the period of 1979-1985 (1st, 2nd, and part of 3rd 4 

columns in Table 4.2), the number of firms in the industry increase, and the industry leader 

group does not always include only obvious leading firms such as American, Delta, and 

United. On the other hand, during the period of 1986-1992 (part of 3rd and 4th 4 columns 

in Table 4.2), the number of firms in the industry decrease to 10 and the industry 

substructure becomes very consistent. It appears that liberalization has created lower entry 

barriers to the industry and fierce competition among the firms in the industry (r-type). 

Consequently, less competitive firms become obsolete, and die out. Competitive firms 

became more competitive through acquiring less competitive firms (k-type). Niche-specific 

firms who are efficient survive even in the most competitive environment. In the long run, 

the firms decrease in number, and the competition has become more intense since 

deregulation. These facts confirm the paradigm of Industrial Economics that industrial 

liberalization is better than restricted industry monopoly from the perspective of social
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welfare because competition drives firms to be efficient.

We also find that although they do not perfectly explain the longitudinal dynamics 

of groups, accounting data such as market share or productivity support our findings. 

American and Delta achieve the largest market share and net income, and they are grouped 

into the leader group. However, British is not grouped with the leaders in spite of its 

largest market share and net income. As for United and Northwest, they realize the largest 

market share but their net income is not the largest. Nonetheless, they are grouped into the 

leaders. On the other hand, Southwest possesses the smallest market share and the largest 

net income, and is grouped together with leaders. As for productivity, Southwest and 

British are the most productive. Their productivity is two times higher than that of 

American and Delta, and five times higher than that of other major domestic firms.

From the longitudinal analysis of relative closeness, we find that the results from 

the stock return method are valid and robust over a longer time span. The leading firms 

like American, United, Delta, and Northwest show the highest grand correlation 

coefficients, meaning that their stock movements are very close over a longer time period. 

In addition, niche-specific firms like Hawaiian and Aloha have the highest grand correlation 

coefficients, but their grand correlation coefficients are not high with respect to the leading 

firms. This fact suggests that the stock return method is an effective method to identifying 

industry substructure even over a longer time span.

In the American case, Delta, United, and Northwest have moved closely over the 

15 year period, their grand correlation coefficients being greater than 0.5. Considering that 

it is a summary statistic over the 15 years (ranging from -1 to 1), it is surprisingly 

significant that the grand correlation coefficient over 15 year period is greater than 0.5. On 

the other hand, British Airways and KLM have grand correlation coefficients of .0327 and
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.1784, respectively. While their sales volumes (see Table 4.6) and net incomes (Table 4.7) 

are near the group of American, Delta, and United, nonetheless, the two airlines are clearly 

distinguishable from the large trunk airlines. Furthermore, American Airlines easily 

differentiates itself from small regional airlines such as Alaska (grand coefficient of .2135), 

Aloha (.1111), and Hawaiian (.0632). In the Hawaiian case, Aloha has the highest grand 

correlation coefficients of .2827, suggesting that their stock return movements are similar. 

On the other hand, the average of grand correlation coefficients of .0803 is much lower 

than the American Airlines case of .3087 (see Table 4.9). This fact may imply that 

Hawaiian Airlines is a niche-specific or -pursuing airline.

Although the stock return method is an effective instrument for analyzing 

longitudinal structural dynamics and the results from the stock return method are valid and 

robust over a longer time span, there still remain some limitations:

1. No R statistic. We would have strongly preferred to use Johnson’s (1994) method, based on 

Friedman and Rafsky’s R, but stock returns call for the product-moment resemblance coefficient 

and the R coefficient has only been tested out for difference coefficients. Our use o f the 

historically-observed consistencies o f results is a somewhat oblique approach to testing for 

statistical significance.

2. Local optima. Clustering methods run the risk o f  producing locally optimized clusters rather than 

globally optimized ones. Since no clustering package is available to use as a randomized 

initialization procedure, we can not avoid the local optimization possibility. This could lead to 

more overlap among the groups than is actually true for the data.

While recognizing limitations, we believe that the stock return method may resolve 

meaningful issues in the field of strategy. Future research includes applying the stock 

return method to examine the relationship between groups and groups' performances as 

well as between group members and their performances. A recognized difficulty in
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pursuing these issues has been finding a firm-specific risk-adjusted profitability measure; 

the standard deviation of returns on sales or returns on assets has been used to measure risk 

(Cool and Shendel, 1988; Cool, Dierickx, and Jemison, 1989). Elimination of market- 

evaluated financial risk from profitability could provide better insights into these issues.

Another extension is to conduct a longitudinal analysis over a long-term time 

horizon. Although chapter 4 attempts to explore this extension, it would be particularly 

interesting to look into the locus of groups' or group members' structural moves. Some 

important issues in this analysis may include the following; the sustainability of the 

relationship between group membership and profitability over time; the cause of structural 

changes, if any, due to external environmental conditions or internal innovations; the 

presence of first-mover advantages (in the form of superior profitability); and if so, the 

sustainability of these advantages over a long-term period. The analysis of structural 

transition over time based on the stock return method could resolve such meaningful issues 

in the field of strategy.

Finally, we draw several conclusions from this study. First, the stock return 

method can effectively identify industry subgroups as maintained in chapter 2 and 3. The 

findings show that the groups found are valid and robust even over a longer period. The 

evidences confirm that industry substructure can be reliably and validly separated, and that 

longitudinal substructure has been developed in accordance to the historical progress. 

Coupled with the results from chapter 2 and 3, the results from this chapter suggest that the 

stock return method can effectively identify industry subgroups with face and statistical 

validity. Second, the stock return method is an objective and replicable method of 

analyzing longitudinal changes in industry substructure. The historically consistent results 

from the stock return method using ‘hard’ market-equilibrium data rather than on arbitrarily
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chosen strategic dimensions by researchers ensure the method’s objectivity and 

replicability.
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TABLE 2.1: Summary Statistics for Groups

Group 1 Group 2 Group 3 Group 4 Total

No. firms 17 34 24 19 94

Total Asset 504.94 242.76 84.42 2832 206.44
(181.00) (112.00) (174.23) (33.49) (1024.76)

Number of Employees 9,043 5,238 2,847 793 4,417
(3,030) (2,008) (607) (110) (17,832)

Return on Assets(ROA) 0.083 0.070 0.072 0.046 0.068
(0.078) (0.133) (0.067) (0.146) (0.113)

Return on Equity(ROE) 0.132 0.125 0.095 0.059 0.105
(0.204) (0.176) (0.216) (0.380) (0.242)

Sales by 1.54 1.54 1.49 1.40 1.50
Total Asset (0-59) (0.47) (0.36) (•48) (0.47)

Sales per Employee 52.88 47.63 43.54 50.78 48.18
(17.84) (26.24) (14.02) (14.77) (20.03)

Total Operating Divisions 5.24 5.18 4.08 5.05 4.88
(6.86) (10.04) (5.03) (4.80) (7.41)

Number Plants & Facilities 4.00 3.62 338 1.47 3.19
(4-54) (7.55) (6.16) (1.90) (5.89)

Specialization Ratio 0.86 0.91 0.88 0.91 0.89
(0.17) (0.14) (0.20) (0.13) (0.16)

Mean and (STD) for descriptive characteristics of groups 
Total number of firms = 94
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TABLE 2.2: Statistics for Canonical Discriminant Analysis

Can. Ftn. Adj. C. C. Approx. Std. Err. Squared C. C. Eigenvalue Proportion

CAN 1 0.8514 0.0163 0.8429 5.3656 0.4625
CAN 2 0.8080 0.0218 0.7897 3.7554 0.3237
CAN 3 0.7405 0.0298 0.7127 2.4806 0.2138

C. C. means Canonical Correlation.

TABLE 2.3a: Multivariate Statistics for Groups w.r.t. 67 Taxonomic Characters

Statistics Value F Num DF Den DF p- value

Wilks' Lambda 0.0095 1.43 198 75.91 0.0371
Pillai's Trace 2.3453 1.47 198 81 0.0249
Hotelling-Lawley Trace 11.6016 139 198 71 0.0556
Roy’s Greatest Root 5.3656 2.20 66 27 0.0129

Num DF is the degree of freedom of numerator. 
Den DF is the degree of freedom of denominator.

TABLE 2.3b: F Approximations and p-values w.r.t. Canonical Functions

Value Approx. F NumDF Den DF p-value

CAN 1 0.0095 1.4288 198 75.91129 0.0371
CAN 2 0.0604 1.2274 130 52 0.2022
CAN 3 0.2873 1.0465 64 27 0.4623

Num DF is the degree of freedom of numerator. 
Den DF is the degree of freedom of denominator.
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Table 3.1: The Sampled Companies and their Industries

B ank ine In d u s try Oil Industre Airline Industry
J2 II ro as ii o Na = 9

Citicorp (6711) Amerada Hess Corp (2911) A M R  Corp (4511)
BankAmerica Corp. (6711) Ashland Oil Inc (2911) Delta Air Lines Inc (4511)
NationsBank Corp. (6712) Atlantic Richfield Co (2911) Alaska Airgroup Inc (4511)
Chemical Banking Corp. Chevron Corp (2911) British Airways PLC (4511)
(6025) Crown Centruy Petroleum Corp K LM  Royal Dutch AIRLS
Morgan J.P. & Co Inc. (6711) (2911) (4511)
Chase Manhattan Corp. (6025) Diamond Shamrock Inc (2911) Southwest Airlines Co (4511)
Bankers Trust N.Y. Corp Exxon Corp (2911) U A L  Corp (4512)
(6025) Holly Corp (2911) United States Air Group Inc
Banc One Corp. (6711) Howell Corp (2911) (4511)
PNC Financial Corp (6025) KERR McGee Corp (2911) WorldCorp Inc (4511)
First Chicago Corp (6025) Mobil Corp (2911)
Wells Fargo & Co. (6025) Murphy Oil Corp (2911)
First Interstate Bancorp (6711) Norsk Hydro A S (2911) 

Phillips Petroleum Co (2911) 
Quaker State Corp (2911) 
Spelling Entertainment Group 
Inc (2911)
Sun Inc (2911)
Tesoro Petroleum Corp (2911) 
Tosco Corp (2911)
Total Petroleum N. America 
Ltd. (2911)

The 4-digit number in the parentheses is the 4-digit SIC for the company
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Table 3.2: Pseudo F and Pseudo T2 By Each Window

50 weeks 100 weeks 150 weeks 250 weeks

^Groups F T2 F T2 F T2 F T2
1 11.8 8.9 9.4 9.3
2 11.8 5.7 8.9 6.1 9.4 8.4 9.3 6.4
3 10.0 3.9 8.6 3.5 8.8 5.6 9.0 4.2
4 9.3 3.7 7.9 2.6 8.6 2.9 8.5 1.9
5 9.3 2.8 7.4 1.9 8.0 3.5 7.3 1.8
6 8.9 2.7 6.8 2.3 7.4 3.8 6.7 3.3
7 8.6 2.6 6.5 1.8 7.0 1.6 6.3 1.5
8 8.5 2.7 6.3 3.6 6.7 1.6 6.0 1.5
9 8.3 5.3 6.2 1.6 6.4 1.3 5.7 1.6
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TABLE 3.3: Industry Classification By Each Window (3 Clusters)

Number or Groaps = 3

N=41 Finns

I N  WKS C9I-'*2) 150 WKS ('90- 92)

CL1 A M R  CORP 
U A L  CORP 
DELTA A IR L IN E S INC  
BR ITISH  AIRW A YS PLC

A M R  CORP
DELTA AIRLIN E S INC DE 
B R IT ISH  AIRW AYS PLC 
E L M  ROYAL DUTCH AIRLS

K L  M ROYAL DUTCH AIRLS ALASKA A IR  GROUP INC
ASHLAND OIL INC* u s  AIK  G , NC
DIAMOND SHAMROCK INC* U A L  CORP
CROWN CENTURY PETRO* SO U TH W EST A IR LIN E S CO
TESORO PETROLEUM CORP*
ALASKA A IR  LINES INC 
US AIR G INC  
SUN INC*
NORSK HYDRO A S*
SPELLING ENTERTAINMENT*

BHNC ONE CORP*
S O U T H W E S T  A IR L IN E S  INC  
TOTAL PETROLEUM NORTH AM*
QUAKER STATE CORP*

CL2

CL3

CHASE MRNHRTTRN 
CHEMICRL BANK 
FIRST INTERSTATE 
UIELLS FARGO 
CITICORP 
FIRST CHICAGO 
NRTIONSBRNK 
PNC BANK CORP 
BANKAMERICA 
BANKER'S TRUST 
JP MORGAN

ATLANTIC RICHFIELD CO 
MOBIL CORP 
CHEVRON CORP 
KERR MCGEE CORP 
AMERADA HESS CORP 
PHILLIPS PETROLEUM CO 
EXXON CORP 
MURPHY OIL CORP

CHRSE MRNHRTTRN 
CHEMICRL BRNK 
FIRST INTERSTATE 
WELLS FRRGO 
CITICORP  
BRNKRMERICR 
FIRST CHICB60 
NRTIONSBRNK 
BANKER'S TRUST 
JP MORGAN 
BRNC ONE CORP 
PNC BRNK CORP

CHEVRON CORP 
MOBIL CORP 
ATLANTIC RICHFIELD CO 
PHILLIPS PETROLEUM CO 
EXXON CORP 
AMERADA HESS CORP 
KERR MCGEE CORP 
MURPHY OIL CORP 
DIAMOND SHAMROCK INC 
TOSCO CORP
TESORO PETROLEUM CORP 
TOTAL PETROLEUM NORTH A 
SUN INC
CROWN CENTURY PETRO LEU 
HOLLY CORP 
ASHLAND OIL INC 
HOWELL CORP 
SPELLING ENTERTAINMENT 
NORSK HYDRO A S 
QUAKER STATE CORP 
WORLDCORP IN C •

M isspcdficalfoa

10

113

250 WKS C88-'92)

A M R  CORP
DELTA A IR L IN E S INC DE 
BRITISH  A IR W A YS PLC 
K L M  ROYAL DUTCH AIR  
ALASKA A IR  GROUP INC  
US AIR G INC  
U A L  CORP
SOUTHW EST A IR L IN E S CO

CHRSE MRNHRTTRN 
CHEMICRL BRNK 
FIRST INTERSTATE 
WELLS FRRGO 
CITICORP 
BRNKRMERICR 
FIRST CHICAGO 
NRTIONSBRNK 
BANKER'S TRUST 
JP MORGAN 
BRNC ONE CORP 
PNC BRNK CORP

CHEVRON CORP 
MOBIL CORP 
ATLANTIC RICHFIELD CO 
PHILLIPS PETROLEUM CO 
EXXON CORP 
AMERADA HESS CORP 
KERR MCGEE CORP 
MURPHY OIL CORP 
DIAMOND SHAMROCK IN 
TOSCO CORP 
TESORO PETROLEUM C 
TOTAL PETROLEUM NO 
SUN INC
CROWN CENTURY PETR 
HOLLY CORP 
ASHLAND OIL INC 
HOWELL CORP 
SPELLING ENTERTAIN 
NORSK HYDRO A S 
QUAKER STATE CORP 
WORLDCORP IN C •
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TABLE 3.4: Subgroup Classification By Each Window (9 Clusters)
Number of Groups = 9 
Ns41 Firms

S t  WKS (’« )
CLI ATLANTIC RICHFIELD CO

MOBIL CORP 
CHEVRON CORP 
KERR MCGEE CORP 
AMERADA HESS CORP 
PHILLIPS PETROLCO 
EXXON CORP 
MURPHY OIL CORP

CL2 A M R  CORF 
U A L  CORF 
DELTA A IRLIN E S INC  
ALASKA A IR  LINES INC  
SOUTHWEST A IR L N  CO 
US A IR  G INC

CL3 CHRSE MRNHRTTRN 
CHEMICRL BRNK 
NRTIONSBRNK 
CITICORP 
FIRST CHICR60 
WELLS FRRGO 
BRNKRMERICR 
FIRST INTERSTRTE 
PNC BRNK CORP

I D  WKS 19 1 - « )
ATLANTIC RICHFIELD CO

MOBIL CORP 
CHEVRON CORP 
AMERADA HESS CORP 
KERR MCGEE CORP 
PHILLIPS PETROLEUM CO 
EXXON CORP 
MURPHY OIL CORP

A M R  CORF 
U A L  CORF
DELTA A IRLIN E S INC DE 
ALASKA A IR  GROUF INC  
US AIR G INC

CHRSE MRNHRTTRN 
CHEMICRL BRNK 
FIRST INTERSTRTE 
WELLS FRRGO 
CITICORP  
FIRST CHICRGO 
NRTIONSBRNK 
PNC BRNK CORP 
BRNKRMERICR

1S» WKS r m - m )  
CHEVRON CORP

MOBIL CORP 
ATLANTIC RICHFIELD CO 
PHILLIPS PETROLEUM CO 
EXXON CORP 
AMERADA HESS CORP 
KERR MCGEE CORP 
MURPHY OIL CORP

A M R  CORF
DELTA AIRLINES INC DE 
ALASKA A IR  GROUF INC  
US A IR  G INC 
U A L  CORF
SO UTHW EST AIRLINES CO

CHRSE MRNHRTTRN 
CHEMICRL BRNK 
FIRST INTERSTRTE 
WELLS FRRGO 
CITICORP 
BRNKRMERICR 
FIRST CHICRGO 
NRTIONSBRNK 
PNC BRNK CORP

g o  WKS f'M-'Kl 
CHEVRON CORP

MOBIL CORP 
AMERADA HESS CORP 
ATLANTIC
PHILLIPS PETROL. CO 
EXXON CORP 
KERR MCGEE CORP 
MURPHY OIL CORP 
NORSK HYDRO A S

A M R  CORF
DELTA AIRLINES INC DE 
U A L  CORF 
SOUTHW EST A IR LN  CO 
US A IR  G INC 
ALASKA A IR  GRF INC

CHRSE MRNHRTTRN 
CHEMICRL BRNK 
FIRST INTERSTRTE 
WELLS FRRGO 
CITICORP 
FIRST CHICAGO 
BRNKRMERICR 
NRTIONSBRNK 
PNC BRNK CORP

CL4 BANKER'S TRUST 
JP MORGAN 
BRNC ONE CORP 
HOLLY CORP*

CLS QUAKER STATE CORP
TESORO PETROLEUM CORP 
K L M R DUTCH A IR LS• 
TOTAL PETROL NORTH AM

CL6 DIAMOND SHAMROCK INC 
TOSCO CORP 
NORSK HYDRO A S

CL7 CROWN CENTURY PETROL 
SUN INC
BRITISH AIRW AYS PLC•

CL8 ASHLAND OIL INC
WORLDCORP IN C •

CL9 HOWELL CORP
SPELLING ENTERTAINMENT

BANKER'S TRUST 
JP MORGAN

BRITISH  AIRW AYS PLC 
K L M ROYAL DUTCH AIRLS  
TOTAL PETROL NORTH AM*

ASHLAND OIL INC 
DIAMOND SHAMROCK INC 
SUN INC 
TOSCO CORP

CROWN CENTURY PETROL C 
TESORO PETROLEUM CORP 
HOLLY CORP 
HOWELL CORP 
WORLDCORP IN C •

NORSK HYDRO A S 
SPELLING ENTERTAINMENT

BRNC ONE CORP*
SOUTHW EST AIRLIN E S CO‘  
QUAKER STATE CORP

BANKER'S TRUST 
JP MORGAN 
BRNC ONE CORP

B R ITISH  AIRWAYS PLC 
K L M ROYAL DUTCH AIRLS

DIAMOND SHAMROCK INC 
TOSCO CORP 
SUN INC
ASHLAND OIL INC

TESORO PETROL CORP 
TOTAL PETROL NORTH AM 
CROWN CENTURY PETROLEUM 
HOLLY CORP

HOWELL CORP 
SPELLING ENTERTAINMENT G 
WORLDCORP INC•

NORSK HYDRO A S 
QUAKER STATE CORP

BANKER'S TRUST 
JP MORGAN 
BRNC ONE CORP

BRITISH  AIRW AYS PLC 
K L M  ROYAL DUTCH A IR IS

DIAMOND SHAMROCK INC 
TOSCO CORP 
SUN INC
ASHLAND OIL INC
CROWN CENTURY PETROLEUM

TOTAL PETROLEUM NORTH AM 
SPELLING ENTERTAINMENT G 
HOLLY CORP

TESORO PETROLEUM CORP 
QUAKER STATE CORP 
WORLDCORP IN C •

HOWELL CORP

*  M(specification
4 4 I I
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Table 3.5: Eigenvalue and Proportion of Principal Components (PRIN1-PRIN5)

50 WKS (’92) 100 WKS (91-'92) 150 WKS ('90-'92) 250 WKS (’88-'92)
prinl 16.43 .40 13.90 33 14.21 35 14.72 36
prin2 5.14 .13 6.72 .16 6.12 .15 6.15 .15
prin3 3.73 .09 334 .08 333 .09 3.07 .07
prin4 2.85 .07 2.91 .07 3.00 .07 2.03 .05
prin5 2.42 .06 2.03 .04 1.79 .04 1.64 .04
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TABLE 4.1: List of Sample Firms (N=30)

COMPANY NAME

AIRCAL INC
AMERICAN AIR LINES INC 
ALASKA AIRGROUP INC 
ALOHA AIRLINES INC 
BRANIFFINTLCORP 
BRITISH AIRWAYS PLC 
CONTINENTAL ARLNS HLDGS 
DELTA AIRLINES INC DE 
EASTERN AIRLINES INC 
FRONTIER AIRLINES INC 
HAWAIIAN AIRLINES INC 
JET AMERICAN ARLNS INC 
KLM ROYAL DUTCH ARLNS 
MGM GRAND INC 
MIDWAY AIRLINES INC 
NORTHWESTERN ARLNS INC 
OZARK AIRLINES INC 
PAN AM CORP 
PIEDMONT AVIATION INC 
REPUBLIC AIRLINES INC 
SEABOARD WORLD ARLNS INC 
SOUTHWEST AIRLINES CO 
TIGER INTL INC 
TRANS WORLD ARLNS INC 
UNITED AIR UNES CORP 
US AIR GROUP INC 
W T C I N T L  NV 
WESTAIR HOLDING INC 
WESTERN AIRLINES INC 
WORLDCORP INC

BEG-END* SIC

8 5 0 1 0 2 - 8 7 0 4 2 9 451 1
62 0 7 0 2 -9 2 1 2 3 1 4511
62 0 7 0 2 -9 2 1 2 3 1 451 1
7 9 1 2 1 4 - 8 6 1 2 2 6 451 1
6 2 0 7 0 2 - 8 2 0 5 2 7 451 1
8 7 0 2 1 1 -9 2 1 2 3 1 451 1
7 8 0 4 0 6 - 9 2 0 3 2 0 4 5 1 2
6 2 0 7 0 2 -9 2 1 2 3 1 451 1
6 2 0 7 0 2 - 8 6 1 1 2 3 451 1
6 4 0 4 1 5 -8 5 1 1 2 1 451 1
7 4 0 5 2 3 -9 2 1 2 3 1 451 1
8 4 1 0 0 3 - 8 6 1 2 2 6 451 1
6 2 0 7 0 2 -9 2 1 2 3 1 451 1
8 9 1 2 1 3 -9 2 1 2 3 1 451 2
8 8 0 6 0 9 -9 1 1 0 0 1 4 5 1 2
6 2 0 7 0 2 - 8 9 0 7 2 6 451 1
6 7 0 5 0 8 - 8 6 0 9 1 5 451 1
6 2 0 7 0 2 - 9 1 0 9 2 5 451 1
7 8 0 9 2 5 - 8 7 1 1 0 4 451 1
7 3 0 5 2 2 - 8 6 0 8 1 2 451 1
6 2 0 7 0 2 - 8 0 0 9 3 0 451 1
7 5 1 0 2 4 -9 2 1 2 3 1 451 1
6 2 0 7 0 2 - 8 9 0 2 1 5 451 1
8 3 0 3 0 3 - 8 8 1 0 2 4 451 1
6 2 0 7 0 2 -9 2 1 2 3 1 451 2
6 2 0 7 0 2 -9 2 1 2 3 1 451 1
7 0 0 7 0 9 - 8 7 0 9 0 3 451 1
8 8 1 0 2 5 - 9 2 0 5 2 9 4 5 1 2
6 2 0 7 0 2 - 8 6 1 2 1 8 451 1
6 7 0 4 2 4 -9 2 1 2 3 1 451 1

* BEG-END is the beginning and ending dates o f CRSP data available. For instance, AirCal’s CRSP data 
is available from January 2 o f 1985 through April 29 Of 1987.
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TABLE 4.2: Groups in the Period of 1979-1992
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TABLE 4.3: Groups under 50 Week Window
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TABLE 4.4: Groups under 150-Week Window
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TABLE 4.5: Major Events o f Airline Company over the Per
TABLE 4.5a

AMae* H ta r t iiv n 1971 1979 1199* m i I9B2 190 I9M 190 I9M
C M n l d A H n • Founded as Vamey 

Spcnl Airtot* ia 
I9J4

* Team Air toyi5if%  
«rf Conkmaad Air.

•Texas Air toy* sen 
idGmdarned Air.

•Gunaacsal tod Iran 
overSStD miUtta 
to (ween I97K -  I9R3.

C.HlftW. fl» .1 ||^B
O ipar 11 bankruptcy. 
* Texas Air toys 
Eastern Air.

•Team Air toys 
to f fc E ip a s A ir  
and Runner Air.

Brttkh Airways •  &«n as Imperial 
Airways ut 1*724. as a 
merge t*  *  pnvaic airlines 
by die Brash pweraarat 
•Three pmwae UK airline* 
merged ia 1935 to (ram 
British Airways, which 
stored Ewnpun service 
wuA ImpcnsJ uml 1439. 
wtea tto two were 
owhiiw l to (ram aac»  
irwocd Bmtsll Overseas 
Airways Gorpnnaun.
•  ta 1972. ito cmemmem 
curatoncd BQAC and BEA 
(Bn toll European Airways) 
tu Ram Bntoli Airways.
•  BA and Air France jointly 
pmnccred supemsric 
mmcaecr service ia 197a.

K rvict(B eC ncm k) 
ia 1976. Id) BAwuha 
Inm v t0 3 7  snllka in *2.

•FnrmcrAvts president 
Gtfia Mantafl toom c 
CEO ia TO. reduced 
rmapmtcr, sold plana, 
and pared the airline's rnutt 
nenrort. toUdMfBA iato 
•we of die world* mot 
prorttaMc airline*.

AwrtcM AkRaas
(AMR)

• la 1929. Sherman 
Faticfutd <aeao a MY Cry 
(adding craopany cdkd  
The Awtatiiei Cap (AVCO) 
By 193(1. AVCOwncd 
to a t  1(5 small in lio a
•  AVCO created American 
Airway* ia 1930,
• AVCO splits it* aircraft 
Raking sod dam. dhnsion. 
rmi&ag ia Amer-Airtinc*. 
Thnwgh docks. it towgi* 
Aiacr. Airways.
• Aiacraaa strpaacs United 
as b dU g US airline ia 193(1. 
•I93A: DC-3 introduced and 
ts Dm ensnam tl airline to 
jay i(*X way <w pw cn yr  
revenue* atone.
• Amcman toys AmetExpw 
Aidtnes ttoa sctK m Pan Am

ia 1990.
• Amcnaai forms satokSary 
Americana Hotels ia 1963, 
and iotrudaca SABRE, 
mdMtry*s firs automated 
rescrvatiiai system ia 1964.
• 196K Snwh ( Problem), 
leaves to serve in Juhnaon 
Adnwtomtbm.
•  Amencm hoys Trans 
Gwnhon Air in *7t.
• 77  Americana Hiaeb 
toys Howard Gap. Hutei 
properties. owm 21 laacis 
A rcawm in US. Lana Am 
A Korea. Sold wAt ttl era.

•  1979 A m cto i moved i s  
bedqaartem flrom NY to 
Oalta/Rat Worth.

• Former CFO Eton 
Gambit t u n c  
ptviiJua ta 19m

• Aoenon 1 hiwhw^ 
M a n y iilo i  (rupus 
flyer program in I W ,  
tang SABRE system to 
keep dac± o f rmlea^.

•A acnasatsto lA M R  
Gvpurmut m  it* (adding
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of Airline Company over the Period of 1978 to 1994 (continued)
TABLE 4.5a

in * IMS IMS 19*7 (M i IMP ISM ■Ml 11992 1993 |I9M

• T e n  Air t o p  
t a p e  Eaproa Air 
■Ml Fimodct Air.

• Lmmuadts 
Eastern's Air Shook 
to OrvahJ Troop.

• M o m | loan  and 
fMdamsft srikr 
farces Earner* ton 
faahmptoy.

•BttfcnpaeyoiwR 
ttm a o T tn iA ir  
few* Cask ml

•Tim s Air rtnngra 
it *  name a  Ciwrinmtol 
AiiteaHMdtop. 
• L r B n i a t p n  
tiMirBfi.prtniiuil.apd 
CEO alter rctting Ms m kc  
ia (to a**pany id SAS far 
a nhm mnl premwm pfet 
S19.7 ndlltoi in salary and 
a n u u u p y .
• Hultta L  Kara, fanner 
proidcM of Octo Air ia 
ontocdCEO.
•  In toe IW . G adtoanl 
fatlnwa Easter* into 
tonfenoKv.

•  Eastern is farced »  
BqtodNe due to mooring 
too.
•H u r i i lc r a C M M B l  
and ia reptaoad hy fentncr 
CPO Ritort F erp e* . 
• C n a o a i  setts to  
Sook»Tokyo route 
k> AMR far SUS m l i n .

• Om  of toskntprcy ta "V3 
Gwriwuwl fapns pussmng 
Ike shravtml marts with 
a lc««i of employee 
aupendoa ttot wndd 
Ian tmn isiilmii dto 
in earlier yean.

•  Gatoncmal n e tt  •» aefl 
to  Gatoneaot Express 
commuter airline.

nddBAtodtopuNic 
•  BA tornpB m ctocf 
Bm bkoapoM cr. 
BrtbftCahrtwan

•  BA pined a IkiduU 
in tto US thnvp a !<KX 
agreement with (Jailed 
Alrhoo and toargkt 11% 
of 0 * t s  Partnership. 
m n cr cd M W ii^ n le

ly a m . Tterwo year aid 
a ilb m  whbUttMd 
o to tw lk a  Uowcd 
poiedsemcrh* 
Hcathrnw.

• BA nepmawd w«h the 
Dock order KLMu 
toy Bdpvoi^Satona 
Wcrtd Airitao. tot tto 
ifcai collapsed.

•  In l « 1 « touted like BA 
and KLM wodd be drc 
k m . ton in arty  
immtosMe ifepnr n a n  
twer ha* to «khrc (he

• Company aopsred the 
pnaopal Ewtooe and 
damedc roans of 
Dn^Air.

• In ̂ 3. BA nndc i 
ftMckiae dad wnh UK 
cuMnter airline Gey Ryer 
Exproa.-chargiag<fc* 
far nndl sirtioc to fey oner 
BA's a* a.

•  tnoeaae ifctmnd far 
horary and hnene* d en  
scars itod  BAN rewrocs 
tn^M.
•  Randal trooMs of 
USAir pme a threat to 
BA's fame prods and to  
plans to fastens a gW»l 
airline.

4

•|S K 7 .A M R «|u m s  
N M m k  om uur  
art inc.

•  AMRotaMtsftoAMR 
Eagle to operate 
commuter a n ia iM  
ArocnanEagte.Niymg 
«wi4newa«em*er 
k m n  M I'M and IW9.

• AMR wothctedaa 
wntdieacd takemrcr fad 
ht DinaM Thwap and 
Napa Easrcm Air Line's 
Lana Ammon nans 
fam TosA ir.

• AMR t a p *  TWA* 
U S d ia f e n it M a a d  
w n D O T v p R M iB

Engfaod.
•  AMRfajafM 
C d M o n fiS c a d c -  
Tokyo M r  n l  Midway 
A ift in r tp a in  
LaGuardiasatf 
Waahingn N aom i 
airpnrtL

•  AMR ska A p r  
accmtowafar

• write Unt tout ito 
airline w u the red and 
tod ep TVmksgnriag 
weekend oavd. 
•Sinke cads when 
Prcndu* Qiarow 
posuadnj the parno 
h> p  In attoradat

•  Atomtnfel pay and bfar 
t o o  reason smarted as 
(dtnd-I^M.
•Tto spline haauprusui 
s i  meres m euftanpng 
cqmty he fay omaaakws. 
toarcarmi Umied dd 
in ISM.
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TABLE 4.5: Major Events of Airline Company over the Pi
TABLE 4.5b

, m w i
A M aA lrG iM f

o ta r o t9 7 B
• In 1*32 pih« Mac McGee 
ttA nt McGee Airwayv
• McGee joined »eher hand 
i f R n n t i  fom  Sar Air 
Unci in IW .
• IdM.aycaraRtfhvyiag 
three leher airlines. Sar 
whited the tam e 
Alaska Airffoek
• Aloka Nwgh* 2 mure h o i  
o fK f i  and cseNbhcd 
freight *ct*kx to Arnca and 
Auuzatiia. which ladlc il in 
htaoUMctsmneeddirnufh 
the arly I W i
« Bruce I to w ly  
led a h w d n u n  im A  hi 
pM  ctsnrtd in *72. and bmm 
Alaska amend by *73.

1*71
•  By the airline mrved 
rally to Abakan does and 
Senate.

•ChnlAflmsuncs Board 
forced Afoska in drop 
service to oocs in

1979
• Kennedy hucaar CEO 
in *7*. shortly after die 
Impletm anting of the *71 
AlrMee Deregetaom Ad.
• Dcregtdadm alkoed 
Alaska mextcd 
rperatfcats into new areo 
tike CA and In repot 
m e  of i s  hat mates 
induing Nome.

•  By 1C. Atoka s*o  the 
te p s i  u triu  iptmong 
ferweaa the US mainland 
and Atoka.

1 9 0
•  Alter 4il years« « the 
ASE.Afc*ka was food 
tn  the NYSE.

I9M
• In KA. Atoka hwght 
Long BendMnacd Jet 
America Airlines 
(eipmJlng ta  ttwtc 
network eotward tn 
Qucagn.ScLoma.aod 
OdloK
•  Alasks bought Seaale> 
Need Hnrtxm Air 
Industries (wNchwrvcd 
JO d t ia  in die Nurthwot

191 
•  9 
6H
in:
pm
Shli

Ah

cor

KLM •A lleftP leaB akw ita l 
KLM in Tile Hague in 111®.
• KLM edaMahcd wvtoc 
between Armenten and 
lim taoX pB ilhpaJnack. 
and Pan*.
• Initialed the Intpsi air 
mne ia the wield from 
Amsterdam id lodimoia in 
1927 and extended network 
hi Zurich. RanoSngm. 
Vkmsi and Oslo.
•  Hhta*! uccupoon «d 
Huiteid ihut down KLM* 
European opera uuns.
• By mid 9 ft . KLM exptfdr 
hi Afncx and Americas.
• Gunpany Seined serial 
pt**ugr*phy and survey

■0*54.
•In !*S7.KUrianKk 
hepa mdtog tat the NYSE.
• Formed KLM HeUknprcs 
in l«*5.
• ht I'MwesoNistKdNLM 
Dmte Airlines, mnmiag it 
NLM GtyHopper in *76.

• S
P«
sdt
ofi
a x
or
*p«

• A gimp <d husincsaraea. la  
by L e a  Bnatn. founded 
NuntheeK Airways ia 1926.
• 192K. it heame Am US 
airline muTfer craadisaicd 
airline and mlnml service.
•  I W (oinipMiydiMip<ift 
name to Nmthwssi Airlines, 
and expanded air mutes to 
Seattle.
•  Service to NY completed 
die airline's tnmoxictacnol 
naiteta l*MS.
• Northwcn started flying fc> 
the Far Cast in I'M?, 
pkmceflflg a Grot Orde 
naite to die Oncac
• Dieted Nymp tuam e 
NurtmwoCs prvudcm to 199
• Nymp hefct debt to 10% id 
capital, the lowest 
punctual in airline tndusvy.

•  Nytt* reared in 1*71. his 
mccenrr.Jruepti Lapemky. 
ennoneed Nyrtgft Anal 
policies, keeping NortttweM 
proAaMe throughout ids 
tenure.

• Ganpany formed NWA 
a holding cumpdty.

•  NWA Nsrght 
Republic Airlines.
• Nurthwat hwght 9P* 
id PARS (TWAt 
computer tcscrvaiuw 
system, whkn merged 
wtta Ochs'* OATASII in 
I19H, hunting 
W0RLD5PAN).
• Nrutbwei's tehee to 
reach an agreement with 
ia  m m  a ter the 
Republic acqwsitioo 
rewtird in kwr capfcme 
mundc.

I
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Events of Airline Company over the Period of 1978 to 1994 (continued)
TABLE 4.5b

i * u  i m s IW 1907 I9VB I9>9 I9W 1991 1992 1990 19M
in (Ac 
ft Ibtod

'Ln'M.Aiwkj tftwftx
Long Beach tarnd Jet 
America Airlines 
(upwtdtogitsnanc 
aetwvrt caiwanf tr» 
OHOtn.ScLinn.ftml 
DatUL
• Alaska taoghr Scaaic* 
(aadHorim Air 
Indmtna (wNcft w n l  
30 a b a  ta ike Nuethwot.

•  W in  cmpmmnt w  tar 
c m  and ibmA k b  nantkd  
ia a 35+  mfacfam ia 
profits ia *7 . Kennedy 
skat t k n  Jet America 
and a jm x a tm i un 
A k U r tn r i Hnian*i 
npeoduns along w ot

•Atrtinc opened service 
at 2 Mexico! r o r a  ta 
1«0I

* High fad pnco sad 
steggnh cnAecmapnJ 
o n kop  far 19911 hut 
Afaska Air managed to 
n y a d k M K i

• Kennedy retired as 
chairman in ̂ 71.
•  Alaska contend service
hi Canada and wmvEftl 
flights to 2 Rmaian a n a .
• frrmertyaa Ahoka Air 
Gfmp partner. Neil 
Bert's MartAir wages 
fate war. ioioatoag new 
service ia Alaska Aii** 
•emtsxy. This cut aon 
Alaska's pnkits and pot 
MartAir tmn taakiupacy.

• Ocsprte smaller meats and 
more stamper plane. 
Alaska Air ia %3 won 
reenpridna farm Cunde 
Nag Tnorekr taagjuuc. 
which named it the Nat 
airtiae io the US far the 
Sthomseeatrve year.

• Scfpo Odandiat. KLM 
pujiift m ftnw *73 -  TC7. 
adWawd the pnMcnm 
o f i iw o p p t y  Ay 
a w e fn a g  itar purtkms 
of KLAC* 7<T» tn <arp>

• toKILaaapaay NmgM 
40% of Traoama tom  
Nctfluyd.
• IbTHKLM taught 10% 
af Cuvis Partnership, 
owner and apcnmv of 
(Joked Aif** Apollu 
axBpaaer Rscrm xa 
tytkffl.

M a t m la W k p  
Holdtogs. ft Qxapwy

Northwat Airtioa n  
tW9

• A deal (That KLM aid 
Brash Airways 3)% of 
each of DUgism's 
astound atrtiac. Satan, 
fefl span at I99IL

• KLM raocd O fla U  to 
Tiaosavia as and 
taught 35% of Air Uoum 
and40%of ALM 
Aaolkaa Airilna
•  KLM w iki ft 4 9 %  intense 
ia KLM Kciikuptcm 
(lOHMl KLM ERA 
HdicupcrM at Hmotcas. 
teed  ROWAN 
Gimpnaa.
• tnlWil.it katked as 
tfswgfl KLM and Brash 
Airways wtakd seat, hut 
Neatly oiks tad 
cnibpwd.

• KLM Oed * )  an 
agnemutt with Nmihusja 
Airtioa e  1992 as stare 
•p o M h a c ta K L M s*  
t o n lh N a t t a W t h ip  
tmsn la IW*.

• BHIowmg tartitaafs 
remra fe* pMHartdky. 
KLM taogto op Newer 
Fi*h3h 5-ft^ «akc m the 
airtiae to t*M ft* Sim  
a»IHf«.l««aoagif> 
owaenlhp m Northwest 
hi oarty 2S%.

/

* Gvnpwty farmed NWA.
•  D> tiding axnpaay.

•NWAhnjM  
RcpoMic AirttncL 
• Nonhwot taoght 5*1% 
of PARS (TWA1* 
in p i i r r a w iH n  
system, which merged 
with Delta's DATAS11 in 
l iv t ltsn m i  
WORIDSPANV
•Nontnrat's failure or 
nach an agreement with 
in onum after the 
RepiMie auqmsickii 
nsuflrd in low cngkoycc 
nanate.

• Nmtftwucs ptkn mil 
Indnoaanact« 19*9 
when Wtap HiHdtop- 
aatavatmcnt group Unt 
iarfaded KLM and was 
loj by farmer Maniua 
executive Alfred Qcco* 
hxik NWA pnvn  ia s 
OA5 Ihnhm LBO. after 
a M t O t t a h a o e  
d n n a n .

• MWA Naipe a 25% 
oake m Hswauan Airttoc 
pating 3 h a d e  m an. 
•Tlfe Nth te l  pneesftod 
deceased travel due »  
Iraq's iav—in i4 Kuwait 
produced huge h a s  
ft* NWA in 
I’M) and 1991.

•  la |9M| tawthwea 
needed doaatey and 
penaaaded Mianocxa id  
hack a oew toad tmoe.
•to i w i  tctanght 
EvKTTfs Washnpun. DC 
boding sfcai and 
arranged S3) nullicai ia 
dchh*H»^MSOsmn 
tSoanoog far Amcna 
Wen. gamag the rgxiun 
hi toy the ailing Pta*aii* 
tascd earner's natc tom  
Honolulu m Napry*. 
JapML
• Alter paying S3) taQiun 
ft* Midway Airline's 31 
phsaadither 
ta lio n  at O hapi'i 
Midway's Airpat. NWA 
tacked ink of a hnodcr 
deal ui hoy the tankmpt 
Oaocisdwscd am er.

•  NWAsskd III of its 
Mktaay Atfpot p a s  and 
tmher amen to Saatw m  
Airtiaa far 515 aiBua 
inl% *i
•  NWA released its 
intense ta Howaite 
Airtioa.

•  la IW J. it uaoalixed 
s o v m n  Rala gh/Dattaia. 
NC OrccavtHe/Spaflaaharg 
S C  and Renu. as port of 
its onwegy of expanding 
hy i— aing kiw oafrtc 
rnaa and altyiag with 
staailer sirtiaa n  act as 
faedcniah* rts hate.
•Alter the IPO. NWa  
renamed iad f Nmthwot 
Airtioa Grp. and kept 
searching ft* ways to 
sa«c or on e money.
•  Canceitadua of plane 
nrdca left the airtiae with
a Iket ttat averaga S yees 
older than indasay 
averages.

•  la iwa.aiaonpgcd 
tnptanaiaaS343 
nalliua mee otfcnng.

121
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TABLE 4.5: Major Events of Airline Company over the Period
TABLE 4.5c

<
1 arfarta 197*

• RtdlM KingMklHdti 
Kdkfter handed Air 
S w d N o i Guapmy to 1067.
•  B o a ff m l  T o o  bid. n d  
SWNaTXSupecmccraat 
ratal ia SW bvnr.
•  71 . u n n a t  k> Smrhaue 
Airtiaa. n k  ia  Una 
whcdulcU flight.
• T«i a«t» (mimetanae craa. 
SW t e a  only NdcrflfacM  
&«*ng 73T1
• T iS W ia ^ o U w c n c U T X  
fftia tax  vtmnl murspcly se do  
aintetd.
• Wngbe Amendment to 79  
prunct airlines i penang o «  
a t L***e Field hum prewfciag 
iMnct K tv u  o> a a  odor

t o n
•  Lamer Muee. Smdiwee 
president toigncd ia “7H due 
edUTacm a with King.
•  Kefleher N am e pruiihm
•  H e c o a m t r n S M m  
Air Gap. and in 113 add 10 
SW. KdktaipenicdU M
1 liemw Nan! atriine. Nd 
lhpndMedkia 10*7.

1979 1MI I K i« a 1W4 I ' * '  ---------
• Kctlcher MBnducnl 
advunce-pwmhaa* 
T o t Farm* la 10H6.

•Fre
Mm
High
RUlc 
ia li

UtM AJrlM *
UALGrorsdun

• Bill B o o t  w d Frad 
RcmKfclcr merged their ax*i 
(8ne*eg AirpUaePna* 
Wtenev) to  farm  United Aircraft 
andTnapsrt ia 109.
• Renamed co Uotfcd Air Uacs 
ia 1031. NY-Naed co. idfaed 
tne irf US ItiBCDOtioaot 
orlinrtovica .
• 1034.  manufee. sod tm p m .  
dhnsMus split. and BiQ P im o o  
heoons prsMknt << the laoer 
(UA) im m t t a u Q a a p .
• ivnl. UA N a m e US.1* #1 
Httiae idrt N y « (O p ia l Air.
• Btwghc Warm Hteci Gx 
ia 1070.
• Named W ooa presidnc 
Eddie Cartsua at UoaetftCBO 
in 10711

•  Rfctard F«m» N om e  
CEO m 1070.

• rents p e *  S23 Nlbxi 
buying Hertz Grp fXSL 
Pan Anrt Australia aad 
Asian routes (*MSL 
T naw akh  Hiltua Ind. 
(X7V

•Aft
nultu

Fema
Cana
ttMOQ 
stare 
KtlBE 
hqua 
•Asa 
undo 
UA* 
arm  
<*ell i 
am p  
putm

OattaAJrUm .tac • Was fauaJed ta Maam.GA
in 1024. as Kuff'OeUnd Dtamn.
• Mowed to Monroe. LA ia 1025.
• 1 0 2 <-CE. w .iorbo and 2  
p r a m  NuigM the service aad 
renamed it Drtta Air Semce.
• |02W0efta pronemed p w a g t  
*rnriiS.ipcndRgwtUkaM a p n .  
mail orhMdy anal 1034.
• Delta moved fc> Adana ta 1041. 
Win! man N o m e president ia 
1045 and ran D d o  tool he <M  
in lor*.
• 1 o$2 purchase n# Chiap» md 
&«tttcfli Art met node Oetn the 
5th Urges US airline.
• »oT2 Delta Naigia S a n ta *

•O du’ftemphiycm 
pUdgad $3U milBoa a> 
Nry a Buetag 767jcl

• t a f ln l  IWXDda
seccwmheti lo the west 
US aaw m y. piadng its 
Am hua ever.

•  PndaNc again in XS. 
M a h u fM  Les Angela 
M a i Western Air U no
in !<M6.

•Deti 
Asa 1
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• Events of Airline Company over the Period of 1978 to 1994 (continued)
TABLE 4.5c

IW ■«S I W !W7 IW IW* I9W 199! 1992 . 1913 I9M
• Kcikftcr mataluecd 
advancc»pufdB9c 

Puts* in tW6.

* FfrqpenMlycf piaa 
N K d nn jR w nN rrf  
Rights ndKrtten 
nulogr iz unreduced 
in IWC7.

• SW ftcomcafrtctri 
airtiae id Scnwnrtd fTX). 
as Kdkfter painted a 737 
to icacntok Storm.

•  SW eraMtahcd m  
i ye rating toac at 
Ptwata Sky Hwtor 
Airpst in WWL

• Airline cntoooo to add 
dtstimnran. Oakland 
and ladaeapntis (H9%. 
Buttoak md Rawf'dl). 
Sacramento f9t)» San 
Jrac(a93),aad 
SppfcaneCM).

•  SW n a n e J  tfte lone 
lyeratkasuf Nuetirwut 
Airlines at CMcagn 
Midway Airpiwt and * 
Detroit Mean. Airport.
•  Airtinc wins its Ant 
anraral Triple Crown fa t 
ihrftatrra •time 
perthrrannas. hot 
togpgc tomfled. md 
hcauaaumcr ratbfactim 
in 1W2 and repeated
o  1993.

•Initiated tenner to 
Ehftuarae. to  Am East 
Gunst datioatinn.

* Ferrts <pe« S2J Nlbua 
hvytng Hertz Grp OtfK 
Pm  Aid* Atonal ian and 
A n n  muta (HA). 
Tmtwnrtfi Hilui Ind. 
fWV

• After rpaating S7J 
ralbno in etoage Unrtetfs 
• o c n A lk p iG r p  
fttnz resigned wfceo 
Ca m  Pirex=3.tfte 
avnpwy'* largot 
d w tM k r , ituenaened 
■i uos the Nwnl Md 
liqtndw it* aeBputy.
• Atotoaig its old tone 
under Stephen Wd(,
UA Mb! its taeeis and 
ezr iweti h iw e *  *

cranpuaer reservation 
pzrBwnlNp(Giba).

* A akemcr Md fty LA 
ftitihmnte Marvin Onvs 
led id  a fwnageraent and 
uruunftuy'toptan. wtucft 
faded in IW9.

•  A wrawl enino hoycot
pfcm. (aib in 199a
•  United then rcmftedM 
axutfw N liC anM . 
wtatmjid hub of its 
t d t  ia UAL m cscftange 
fnr 2 km d m  die NanL
• Ustcd received DOT 
perraeBMt ai fly front 
Q nogu ai Toiyn.

•In IW IaadlbCUA  
htwgftt Pan Ant's L n k a  
and Parts mates, nun of 
Paa Anrt Lain Amenta 
mates, and it's LA- 
M aaiC iiytnae.

•UAhrargtS Aif 
Wbenaia in !W 1

♦ UA suugftt an erg'ttate a 
huyoot widi to muons. 
Early in die year it onceflee 
ptaneiuJtiru ISWk instead 
laying off 2*11 and 
cumag management 
mianm and director** tea.
•  The rale of UA*s ktefto) 
lyentha* to DtaTi D*to  
K raw  and the anmratce
raent id ptans to tort «p a
nftanSary sturMmd 
atrtiaebnragM the pikas am 
nautanto ftack to die 
cddc.

buz! 1̂ X3, Delta 
i rafted ki (he weak 
corewny. prating i s
« n  t w .

• PrurtnMc apin in US. 
Detts hwgflt Lus Aagcics 
toaed Western Air Liao 
blW ft.

* Oeto to p s  mvkc in 
Am «IW 7.

• By IVN tecnatiraal 
motes provided 11% .if 
die cn.’s revenues
* Oefta ugncd agreements 
with Svrauatr and 
SiapftMc Air. allowing 
die 3 airlines n  lay a > n  
of op a» 5% in one 
amefter.

•  Dcta ji bled TWA and 
Nnrtftwcst to farm 
WORLDS?AN. a 
oenputer reservaoun 
t o m .
• Fare dteMUto and 
higher hto and laftnr 
a a n itd w x d a r M p  
fty 34%, despite a 
6% growth m sales.

• Delta ft vgftt ptra. 
ptano. and 3 Canadian 
runes front Eanern 
and Pan Am1* NY n  
D m b  ifcuttic.aad 
Frankfurt toft, fnr S&2! 
rmilkai in oaft and SAM 
nunira in ddn tarampnna.
• This node Delta the 
wtufcfs Urges airline. in 
terras id cw a  served 
and pndleMity.
•  Hon ever, due to tfte 
economy. and te e  wan. 
Delta pwert tta Am h is  
since IMG.

•  After raffennga 
h r p r b s n ^ I O e i t t  
l e p n m c n l  rtmto 
id o n  cuttmg.
* Pan Am and wane id 
to  aediuas A led a S25 
fellum hnach nf otoract 
tawmu agunse the 
aaapnwy after Dcta 
touted out <d an 
agreement to fund Pm  
Anrs teeepnmoiet.

• Delta was anting iasO fty 
laying uff perraancni 
wnrtcrs. delaying unkn 
tur ptano. rctaing 
adcraft. and awning juiat 
venture agrecraeno rach 
as Vlrgm Atlantic and 
Australian Airlines to help 
reduce om s ito 
international roeta.
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TABLE 4.5: Major Events of Airline Company over th 
TABLE 4.5d

A M w
USAJrGnw*I*c.

ir tr h ilV I f
• I9J7- RktaaJ Cits fW  frankU 
AN Aftaftan Avtatfan.
« AH Aaacnan picked np aad 
tktnrcfcd m b  p - m p r  
x n iu  a n w tm il  ia 19«9. 
•T hecm p u yiew M l 
Allegheny Airlines m 1953.
• Alkgheay Gmnnatn (»»*• 
USAir Esprot) hrpn ofTenag 
cwinwtar total ruth Allegheny** 
naac syotra in 1167.
• Airline pined r m s  in die 
Gnat U i a  mo.  New Yarc. and 
the East Gnat hy huying Lake 
Comal Airtina( 196ft), and 
Mutemfc Ajrtira in ( 1TCV

1979
•Gaapaay prudent fctaw  
Gdodby taofar dmnam  
in 197*.
•  la 1979 Gdnday m anad  
airline »  USAir.

1979 19» Ittt I9C 1 9 0
•U S A ir n p a n iiB  
cnramancnentce hy 
taywg Pansy hrama 
Gaananer Antiaa( 1NKS1 
tod Sataitaa Airtiaa 
■MJW6V

I9M

TremWarid
AJrtM,tec,

• Wat ftajnded ■  Weiem Air 
Expreto hy Harry Qwhfler and 
Janes Tailwt ia 1925.
• fi nerged with Tramcmtlaeaal 
AirTbmpuRia I930tofnrni 
TrancnaaocnciJ and W skm  Air. 
Ancnca'k lint enw  u  coast airtiae
• Howard Hughes t u i p  TWA ■  
IW . a nxn«Juced mmwlannc 
m ic tM  1946. flawed its

in 1947. and 
etanged its aarnc a* Trana World 
Airtioa ia J9SU.
• 1956 • Hvgho ordered 63 jets 
«Mb long term rtaaiMag thrcagh a 
NY invotnent tanker. When He 
was m M e a* nee* die terras of the 
ban ia 19611. die tank paced 
Hughe's TWA wvk in a wtoag

m dieoaNieia I9A.

TWA tncd to statoltK 
catntapdMuigh 
aapasttkm (cntaidWNed 
onder Tram W<atd Gap. 
in 1979). These included 
Hilton lad. (tenets. 1967). 
CAflKcn Corp4 Jbnd 
a x n ea . 1973V Spnmn 
Rail Systems (Hardee's 
letoanna. 1979) and 
Ccnrery 21 (real estate. 
1979V

• la 19M TWA*s ptrMcras 
led u  a p in  Area Tom 
Wr*tdG*pu*task 
haaaKs TW Scnica in 
19H6 after aeSing its hreet 
to Uoncd Air Lina

• In IWA 
o*crTW> 
atdwwci 
Frank La
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Events of Airline Company over the Period of 1978 to 1994 (continued)
TABLE 4.5d

MM IMS 190* I W i m iw * itm i m 1912 19M

•  USAir sectaeatad «•
<no**lcriemce hy 

PaBByMan 
GanaKT Airttacs ( t«S ) 
and Sta<whaa Airltaa 
ta(iWA).

•  Alter reftaftlagt 
okemerNd hy TWA ta 
X7. USAir acquired 
P b ln m A w ta w  
and t o  AapJo hoed 
P ta fc S n d m iA M iM i

• la i'm  USAir haagM 
11 % ta Ctivta Nramtap.
• C a n  aergcd win d* 
Curi p m  CHS operator 
CdOcnta Id92.fcntaaf 
GdOar tad. ta«tadl 
USAirovas 11%.

• USAir offered its dm  
owmbetieffight 
taltata.
• Ottficufcytatafegrnag 
USAir sad Ftednsa (one 
ofrftetsrptatarflar 
aefpn ta ta tn t)). 
cmhtacd « ta  do rotag 
a n  ta ja  tad. m M  ta 
USAfe1* only heat denag 
ite  I W m i a d n l l Z  
uiuiniip  r y o o ta  
prod obi dry.

• As Imes awmnwed tan  
Itaaind IWI.the 
tinapwy cm >tas «ta rok

aad general avtadua n o .

•Cdcatay reared ta iw i  
leaving Scdl Schtakkl ta 
d w p .
•  U S A im m  SSO tatHim 
ta 1991 hwTWA’sUstar* 
mrtasaadSIAJ mdHm w 
1992fcra4n%cqmry 
sake (tod anpdan ta 
Nry) ta the Tmnp Sftuafe.

•  U suo otabaunf ta 92  
« t a iS ib } lA |  
taeciamc> tinke. whit* 
srandeU pnwengcrvnd 
i te a n n x M n d tr w  
trmtastota LaGwtnfa 
and PHttaurgh.

•  Later «1W 3. USAir 
imtiatad PMhtoJptaa 
Fnakfun tervicc

* As the atrflae a a  a^cd. 
it taa tauad iodf hard 
pnaaed to o n p d t  with 
k w e r o a  enraptttaws 
Hkc GataneataTs aea 
CALde ktvma
•In 1994, with Itmcurtl 
mutaaag, a managerial 
siatcuphepa *fka 
pnstdeot and chief t* 
tpenoum Mfctacl 
S d m h r tsp o l after 
reeehrtogcnbtcani tana 
unitws Hr m s  teptaaed 
hy CFO Ftaak Seltawu.
• la IW , under ptemure 
A m  d r tu r  Warren 
Burfes. USAa*» pound 
la m t a c d u u n s iB ;

•Is I9MTWA“»problem 
led is > tplit Ant Tam  
World C e p . *tadt 
h o a n o  TW ServicB ta 
IWta after adtaf a  (wet 
uUaacd Air Liao

• U> IWlft. Carl k a f ta n *  
over TWA altar n aneaf 
» afccnvcr hacdc m i l  
F n U L r a n

•kaAn.nCEO.NncM  
O s r t  Air U a a  (TWA** 
cana ampcotnr ■  ta 
S c L i n  tata) ta IW7.

• By1<«R.«imi**uk 
TWA prime (reaoptaf 
Ms 0 36  audina 
iutuuauujL John meed 
tal% of TWA. *tai the 
ahcr tQ%a*aedhy to 
w p ln y a

•TWA. Delta.and NWA 
framed the ouapMcr 
tpcm dcn lyncm 
WORLDS?AN ta W L  
♦Late* ItaNiledH 
pnpracd mcrgng TWA 
wHhttoamily 
hckagucrcd Pan Am. 
Talkn tatkd when ?an 
An itdd ia  Utodna routes 
tnUrmed. Fearing 
BMMllMIOeWIUpUlliM 
front Untied. TWA 
agreed ta sell to  Loadon 
rotacsfta Heathrow 
Atrpita) id Anerkao 
Airlines. plaamag »  « c  
prwectotuftuy Pan Ara. 
whfcft Am entered 
tmfcruotcv.

• Octo outptd TWa  tar 
Pan A n ta tw i.

•  After tiling ft* 
hsatieytcy prntectii# 
iodf ta |992.TWAsaW 
aunt <d ia  tdcvoim 
MtawSary (The Trod 
OaMdRitatauodd 
nmes from PMadetpllta 
aod b la u n t  Id LdMtan's 
Gacwick Airport id USAir.
• TWAk attempt t x y a i  
huh ta Aitaaa ta tta«2 
tailed heenac it (acted 
the fleet fet atnpeie «  
that busy nartcc

• la  |W3TWAflMMdia 
heuhaartcrs tn Sc Law. 
d a  tnaona a t ta target 
htta.aadta ttaM tfte airtiae 
further reduced to aom st 
hy mdBoag scmce ta the 
Nnrtheaa and cutaag tack 
service »  Europe.
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Units USD MIL

1984 1965 1966 1987 1988 1989 1990 1991 1992 AVQ
American airline* 5,354 6,131 6,018 7,198 8,824 10,480 11,720 12,887 14,396 9,223
United Airline* 6,218 5,306 7,119 6,305 8,982 9,794 11,037 11,663 12,890 9,035
Delta Alrllnea 4,264 4,684 4,460 5,318 6,915 8,089 8,582 9,171 10,837 6,924
Brltlah Alrwaya PLC - 2,036 4,511 5,245 7,091 7,184 7,971 6,632 9,069 5,749
N orthw est 2,445 2,655 3,569 5,142 5,650 6,576 7,426 7,683 8,128 5,477
Continental Airlines, Inc. 1,372 1,944 4,407 8,626 8,552 6,650 6,184 5,487 5,494 5,413
US Air 1,630 1,765 1,635 3,001 5,707 6,252 6,559 6,514 6,686 4,439
Trans World Airlines 3,657 3,867 3,185 4,056 4,361 4,507 4,606 3,660 3,634 3,946
KLM 1,618 2,310 2,637 3,002 2,792 3,386 3,426 4,290 4,549 3,112
Southw est Airline* 536 680 769 778 660 1,058 1,237 1,379 1,803 1,011
Alaska Alrllnea 362 433 460 710 614 917 1.047 1.104 1.115 774

to-P*

1 4 .0 0 0

12.000 

10,000

B .0 0 0

0,000 f4
4 .0 0 0  4

2.000  -

X..
1984

~ a

- A

Xn

A
x-

*  A m eric an  a ir lin e s  

■  U n ited  A irlines

A  D e lta  A irlines 

^  British A irw ays PL C  

N o r th w e s t 

e  C o n tin e n ta l A irlines, Inc. 

U S  Air

-  T ra n s  W orld  A irlines

- KLM
*  S o u th w e s t  A irlines 

"  “ A la sk a  A irlines

1985 1986 1987 1988 1989 1990 1991 1992
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Units USD MIL

1984 1985 1986 1987 1988 1989 1990 1991 1992 AVQ
British Airways PLC 120 280 238 285 295 405 166 443 279
American airlines 234 346 279 198 477 455 (40) (240) (475) 137
Southw est Airlines 50 47 50 20 58 75 51 33 97 53
Delta Airlines 176 259 47 264 307 461 303 (324) (506) 110
United Airlines 282 (49) 12 (4) 600 324 94 (332) (417) 57
KLM 84 122 148 169 175 178 (330) 66 (311) 34
Alaska Airlines 24 26 18 13 37 43 17 10 (60) 12
US Air 122 117 98 195 165 (63) (454) (305) (601) (81)
Trans World Airlines 30 (206) (106) 45 250 (287) (274) (11) (318) (98)
N o rthw est 56 73 77 103 135 75 (465) (488) (1,482) (213)
Continental Airlines. Inc. 28 49 42 (466) (719) (908) (2.403) (306) (125) (534)

U\

7 0 0

5 0 0

3 0 0

100

1985 1987 1988 1992

( 3 0 0 )

( 5 00 )

British A irw ays PL C  

A m eric an  a irlin es
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D e lta  A lrllnea 
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•  KLM

A la sk a  A irlines 

 U S  Air

—  T ra n s  W orld  A irlines 

N o r th w e s t  

“  “ C o n tin e n ta l A irlines, Inc.
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TABLE 4.8: Net Income as % of Sale over the Period of 1984 to 1992
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TABLE 4.9: Summary Correlation Coefficients for Relative Closeness
- From the Perspective of American Airlines -
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TABLE 4.10: Summary Correlation Coefficients for Relative Closeness
- From the Perspective of Hawaiian Airlines -
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EXHIBIT 2.1: Linear Transformations

(1)

2

1

0 r
0 1-1

Closeness:
Strength of association 
and direction

Cooperative strategic 
interactions

Closeness:
Strength of association 
and direction, but only 
positive side

In the middle

(3)

2

1

0 r
1 0 1

Closeness:
Strength of association 
Sign doesn't matter

Non-cooperative strategic 
interactions
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EXHIBIT 2.2: Average Weekly Abnormal Return (4 Groups)

ai
OOSj
aos-
004-

1234S8783012345471
WMk

at'
0 0 6 '

0 0 8 '

ai'
008;

0 0 8 '

0 0 4 '

002;

e >004'

12345878001 S 3* 147180223488330 C l H fM M r.K M U M n 
WMk Qffia IV

Note that the average weekly abnormal return is defined as the average of residuals from the 
market regression model after adjusting for stock split and dividend payment (see 4.3.1 for detail).

Total G1 G2 G3 G4
ava 0 .0 0 0 0 0 (0 .00000) 0 .0 0 0 0 0 (0 .00000) 0 .0 0 0 0 0
std 0 .0 1 1 3 3 0 .0 2 6 3 5 0 .0 2 1 5 4 0 .0 3 0 7 4 0 .0 2 3 4 9

131

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



www.manaraa.com

Exhibit 2.3: Niche Presence of 4 Groups

C lu s te r  1
M Pa MKTS. DtST. RBD LEASE o n e *

C lu s te r  II
9j f a MKTS. DtST. R&D le a s e  e rn e *

COIUFONBfTS 5 4 1 2 0 0 12% c o fc F o re n s 10 6 0 6 0 0

POWER 1 0 0 1 0 0 2% POWB* 2 0 0 1 0 0

NDUSTRIAL 2 0 2 0 0 6% WDUSTRIAL 5 2 1 2 0 0

NSTRUMBffS a 7 1 8 0 0 23% N5TRUMENTS 8 3 1 5 0 0

CUMWUNCAT10NS 2 2 2 2 0 0 10% OAM JNCATO NS 4 2 0 2 0 0

gonsuw b* 4 4 0 2 0 0 10% CCNSJfce* 5 4 2 2 1 0

COMPUTERS 4 4 0 4 0 0 11% C 0W V TB 6 6 6 3 1 0

G O U B V fte rr 0 0 0 0 0 0 0% G O V E R N ® ^ 0 0 0 0 0 0

TRANSPORTATION 4 2 1 4 0 0 11% TRANSPORTATION 2 2 1 0 0 0

NONELEC S 6 2 2 0 0 15% NONELEC 2 2 0 2 0 1

35% 30% 8% 26% 0% 0% 44% 28% 5% 21% 2% 1%

C lu s te r  III
lU R i MKTS. DtST. R&D LEASE c r n e i

C lu s te r  IV
M =a MKTS. DtST. R&D LEASE o n e *

o o h p o re n s 6 3 1 3 0 0 13% c o w o e n s a a 1 7 0 1

ROWS* 1 0 0 0 0 0 1% pow m i 0 1 1 0 0

NDUSTR1AL 6 6 2 5 0 0 10% INDUSTRIAL 0 0 0 0 0 0

N S TR uuens 4 3 2 4 0 0 13% NSTRUfcENIS 5 4 2 2 0 0

CUMMUNCAT10NS 5 2 1 3 1 0 12% CUMWUNCAT10NS 4 2 1 2 0 0

OOfGUfcB* 4 3 1 2 1 0 11% C O N S U L 0 0 1 1 0 0

OOfcfVJSB 7 5 0 6 0 0 18% OOM UTBS 1 1 10 5 8 0 0

G OVB*W ©fT 1 0 0 1 0 0 2% G O VERN iejT 1 0 0 1 0 0

TRANSPORTATION 1 0 0 1 0 0 2% TRANSP0RTAT10N 0 0 0 0 0 0

N Q Na£C 3 3 0 2 0 0 8% NON-ELEC 2 2 2 1 0 0

38% 25% 7% 27% 2% 0% 33% 27% 14% 25% 0% 1%

Note that the numbers in the ceils are percent (i-e. 3 percent if there are 3 niche presences among 100 possible niche presences in a  group).

132

2 1 %

3%
10%
17%

8%

13%

17%
0%

4%
7%

27%
4 %

0 %

13%

10%
2%

34%
2%

0 %

8 %

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



www.manaraa.com

Exhibit 2.4: Plot of CAN1 and CAN2
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EXHIBIT 3.1: Diagram for the Stock Return Method 

Assume that niche idiosyncrasies are given and stable.

Eu A
_____ ^

i----------- 1N  U
V R 1 1 * *

R N 
n  i

i i
N C 
M H 
E E 
N
T —

< 1

Instaneous Idiosyncratic Niche-Common
Shocks Niches Responses

(possibly unobservable)

If there is any spontaneous disturbances from 
outside firms, the spot responses of firms across 
the existing niches will be different up to the point 
where they are fundamentally different
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EXHIBIT 3.2: Plot of 1st and 2nd Principal Components
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EXHIBIT 4.1: Diagram for the Dynamic Stock Return Method

tii let Environmt/Niche
(endo/exo) Firms

Continuously Changing ^

tim t+1 Environm't/Niche
(endo/exo) Firms

^ContinuouslyChanging ^

tim t+2
Firms
T

Securities Market
Arbitrage Profit Seeking

Investors & Analysts
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APPENDIX A

Taxonomic Variables Used for Canonical Discriminant Analysis

A. Product area by 
business activity niche 
variables

Components-Manufacture
Components-Sell
Components-Distribute
Components-Design/Test
Components-Lease
Components-Other

Power-Manufacture
Power-Sell
Power-Distribute
Power-Design/Test
Power-Lease
Power-Other

Indus trial-Manufacture
Industrial-Sell
Industrial-Distribute
Indus trial-Design/Test
Industrial-Lease
Industrial-Other

Instruments-Manufacture
Instruments-Sell
Instruments-Distribute
Instruments-Design/Test
Instruments-Lease
Instruments-Other

Consumer Business-Other

Computer-Manufacture
Computer-Sell
Computer-Distribute
Computer-Design/Test
Computer-Lease
Computer-Other

Govemment-Manufacture
Government-Sell
Govemment-Distribute
Government-Design/Test
Govemment-Lease
Government-Other

Transportation-Manuf. 
Transportation-Sell 
T  ransportation-Distribute 
Transportation-Design/Test 
T  ransportation-Lease 
T  ransportation-Other

Nonelectrical-Manufacture
Nonelectrical-Sell
Nonelectrical-Distribute
Nonelectrical-Design/Test
Nonelectrical-Lease
Nonelectrical-Other

B. Firm characteristics

2. Macro productivity 
measures:

% Income To Sales 
Total Assets Per Employee 
Income Per Employee 
Sales Per Employee 
Sales By Total Assets 
Return On Assets

3. Organizational 
diversification:

Specialization Ratio 
Electronics Specialization 
Electronics Related Ratio

Communications-Manuf.
Communications-Scll
Communications-Distribute
Communicat.-Design/Test
Communications-Lease
Communications-Other

Consumer Bus.-Manuf. 
Consumer Bus.-Sell 
Consumer Bus.-Distribute 
Consumer Bus.-Design/Test 
Consumer Business-Lease

1. Firm Size:
Total Operating Divisions 
Number Plants & facilities 
Number Employees 
Revenues-Sales 
Current Assets 
Total Assets 
Current Liabilities 
Shareholder’s Equity 
Net Income
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APPENDIX B

Between Canonical Structure:
Between-class correlations between the canonical variables and the original variables*

CAN1 VARIABLES & CORRELATIONS CAN2 VARIABLES & CORRELATIONS

TOTAL ASSETS PER EMPLOYEE 0.988 YEAR OF INCORPORATION 0.975
NONELECTRICAL-DISTRIBUTE 0.912 ELECTRONICS SPECIAUZATION-1979 0.894
COMPONENTS-OTHER 0.861 GOVERNMENT-MANUFACTURE 0.870
POWER-DISTRIBUTE 0.861 GOVERNMENT-DESIGN-TEST 0.870
COMPUTER-DISTRIBUTE 0.818 COMMUNICATIONS-MANUFACTURE 0.859
POWER-DESIGN-TEST 0.800 INSTRUMENTS-DESIGN-TEST -0.869
COMMUNICATIONS-SELL 0.793 TRANSPORTATION-MANUFACTURE -0.899
COMMUNICATIONS-SELL 0.793 # COMMON SHARES-1979 -0.916
COMPUTER-SELL 0.789 NET INCOME-PROFIT-1979 -0.924
SALES PER EMPLOYEE 0.767 REVENUES-SALES-1979 -0.938
COMPONENTS-SELL 0.744 SHAREHOLDER'S EQUITY-1979 -0.947
CONSUMER-BUSINESS SELL -0.701 CURRENT ASSETS-1979 -0.956
SALES BY TOTAL ASSETS -0.714 NUMBER EMPLOYEES-1979 -0.956
NUMBER PLANTS AND FACILITIES -0.729 INCOME PER IMPLOYEE -0.975
INDUSTRIAL-SELL -0.758 TOTAL ASSETS-1979 -0.982
INDUSTRIAL-DISTRIBUTE -0.762 CURRENT LIABILITIES-1979 -0.984
DIVISIONS IN NON-ELECTRONICS -0.786 INSTRUMENTS-MANUFACTURE -0.990
CONSUMER-BUSINESS-MANUFACTURE -0.845 TRANSPORTATION-SELL -0.999
CONSUMER BUSINESS-LEASE -0.920 TRANSPORTATION-DISTRIBURE -0.999
INDUSTRIAL-MANUFACTURE -0.958 NONELECTRICAL-OTHER -0.999

* Note that the variables listed here have significant absolute values of correlation.
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